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Abstract

In today's computing environment, we use various applications on our various computing devices to process our data. However, we can only implicitly trust that the applications do not do anything harmful or violate our desired confidentiality policy for the data, especially when those applications are run on today's feature-rich and monolithic commodity operating systems. In this thesis, we present two approaches – with and without modifying the applications – that aim to provide data confidentiality protection after the data is given to an authorized recipient – a problem which we refer to as illegal secondary dissemination. We also aim for the protection of the data throughout its lifetime.

The first approach follows the school of thought of providing a secure execution compartment for the security-critical part of an application. We propose to use the hardware to directly protect a trusted component of an application, which in turn controls access to the protected data, on top of an untrusted operating system. We devise a methodology for trust-partitioning an existing application into the trusted component, leaving the rest of the application untrusted. The trusted component can be used to implement the desired confidentiality policy for our sensitive data and guarantee that the policy is enforced for the lifetime of the data. We demonstrate this first approach by showing how the difficult-to-achieve originator-controlled (ORCON) access control policy can be enforced with the real-world vi editor.

Our first approach essentially ties the protected data with the trusted part of the application that is protected by the hardware. However, this results in the inconvenience of having to use only a particular application to access the protected data, limiting the portability and availability of the data. Therefore, my second approach removes the applications from the trust chain and provides an application-independent secure data compartment that tracks and protects the data in the hardware, no matter which untrusted application or authorized recipient is given access to the data. We use the flexibility of software to interpret and translate high-level policies to low-level semantics that the hardware understands, and we use the hardware to persistently track the usage of the sensitive data and to control the output of the sensitive data from the machine. We have prototyped the architecture on the OpenSPARC processor platform and show how unmodified third-party applications can be run while various data-specific high-level policies can be enforced on the sensitive data.

My second approach leverages a technique called Dynamic Information Flow Tracking (DIFT), which has been shown to be a powerful technique for computer security, covering both integrity and confidentiality applications. However, the false-positives and false-negatives of DIFT techniques have hindered its practical adoption and usability. We take a deeper look at the practicality and usability issues of DIFT and explore various techniques to address the false positives and false negatives, arising from the undecidability of conditional branches, which is a type of implicit information flow that is particularly hard to solve dynamically. We propose various micro-architectural and hybrid software-hardware solutions using only the application binaries and show how the combination of these solutions help build a practical and usable DIFT system.
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Chapter 1

Introduction

With the advent of a new computing paradigm where everything is stored on a cloud that can be accessed anywhere, anytime, using virtually anything, the importance of data protection in terms of confidentiality cannot be overstated. Nowadays, a user’s sensitive data can be stored on any kind of computing platform, including desktop, laptop, tablet and smart phones. In addition, users want the data to be available and accessible wherever they are, whether at home, in the office, on the road, or in a random coffee shop. Furthermore, users do all kinds of things to their data and use different applications to process or manipulate the data. For example, you can use Microsoft Word or a simple text editor program to edit the same document. This trend has led to a great deal of digital information leakage that we see all over the news. Particularly there has been a growing incentive for leaking medical information. According to a recent study [75] in 2011, medical records are worth $50 each on the black market, much more than Social Security numbers ($3), credit card information ($1.50), date of birth ($3), or mother’s maiden name ($6). Personal medical information is worth more not only because they can be used against a person’s privacy, but also because the thieves can use it for false medical claims that are a lot more lucrative. Therefore there are more incentives for an authorized recipient to leak the information, which can be considered as an insider threat.

In this thesis, we define data-centric security as “the enabling and enforcement of data-specific security policies”. In general there are three aspects related to data-centric security, i.e., primary authorization, secondary dissemination and lifetime policy enforcement, as listed in Table 1.1.

To address aspect 1, a modern computer system employs data access control both in the software and in the hardware. On the software side, the operating system mediates and controls accesses to resources, e.g., through the login command for user authentication and the rwx attributes, commonly found in the Linux operating systems, to limit read, write and execute privilege on different files. On the hardware side, modern processor architectures support data access control by allowing the software to specify the access attributes of a memory page, e.g., read-only, read-write, user-read-only or supervisor-access-only, etc. However, once the r (read) access

\footnote{The lifetime of a piece of sensitive data begins when it is created, and ends when it is deleted or declassified as non-sensitive.}
Table 1.1: Three aspects of data confidentiality protection.

<table>
<thead>
<tr>
<th>Aspect</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aspect 1</td>
<td>Only authorized users and programs get access to the data (which we call <em>primary authorization</em>).</td>
</tr>
<tr>
<td>Aspect 2</td>
<td>Authorized users are not allowed to violate the data’s confidentiality policy, e.g., sending the data to unauthorized recipients (which we call <em>illegal secondary dissemination by authorized recipients</em>).</td>
</tr>
<tr>
<td>Aspect 3</td>
<td>The data’s confidentiality policy is enforced throughout the lifetime of the sensitive data, irrespective of the user or application accessing it, across a distributed computing environment.</td>
</tr>
</tbody>
</table>

is given to an application, the application can copy the data to other locations and leak out the data. Furthermore, when the data access controls are enforced by the operating system, the Trusted Computing Base (TCB)\(^2\) is increased dramatically to include the entire operating system and its configurations.

Another commonly used technique to address the problem of primary authorization is to use encryption. Encryption helps solve part of the problem by encrypting data with a key, so only those who have the decryption key can legitimately use the data. However, since it is desirable for an authenticated and authorized user to be able to choose any application he wishes to access the data, and the application needs to have access to the decrypted plaintext to perform useful and meaningful work, it is very important to control where data goes after it is decrypted and access is given to an arbitrary application. For example, full-disk encryption can be used to encrypt all the data on the hard drive, and this protects the data while stored, but this does not protect the data after the data is decrypted and being used. We show real-world examples of how a software attacker with system-level privilege can extract the decryption keys of an encrypted file system in Section 1.1.

The data access control and encryption work well for primary authorization, but they do not address aspects 2 and 3, which occur after primary authorization. Current architectures fall short in providing the access control we desire after our sensitive information has been decrypted and displayed. For example, the Linux X server design allows any program with a Graphical User Interface (GUI) to sniff user input of other GUI programs, or capture the displayed information in other GUI programs [80].

Consider an example of illegal secondary dissemination of personal medical records, which consist of personal contact information, blood type, immunization records, psychiatric reports, etc. An emergency medical technician (EMT) on an ambulance has access to your medical history and may try to sell that information if the patient is a celebrity. This is considered as a malicious user or insider attack. These information could also be inadvertently leaked by a doctor who accidentally

\(^2\)The TCB is the set of hardware and software components critical to a system’s security.
saved a copy of the record in the Universal Serial Bus (USB) drive when saving his/her vacation plans. Furthermore, the application the doctor is using to edit the vacation plan could also be leaking this information, either by a malicious malware that the doctor unknowingly downloaded or a vulnerability in the application that is exploited to leak information. This is especially true in today’s computing environment, where we frequently use various applications to process our data and we implicitly trust that the applications do not do anything harmful. With the increased downloading of third-party applications from unknown sources onto smartphones, and the attractiveness of using third-party analytics programs in cloud computing environments for processing proprietary or high-value data, the protection of sensitive data processed by these applications becomes of paramount importance. A recent incident [78] where many users’ entire phone books were uploaded to a remote server without their explicit consent vividly illustrates the importance of achieving data protection in terms of secondary dissemination (aspect 2) and life-time policy enforcement (aspect 3).

Since there have already been many authentication and access control techniques for primary authorization, this thesis focuses on the second and third aspects of data confidentiality protection, and the techniques proposed in this thesis can be integrated with existing primary authorization techniques. These aspects are particularly dangerous and harder to achieve, since an authorized recipient of protected information (passing the primary authorization checks) can essentially do anything he or she wants with the protected information in today’s commodity systems. Even if the data is protected by encryption, the protected information will be accessible in plaintext for an authorized recipient. To illustrate the importance of protecting the plaintext and the key, we dedicate the next section to show a real-world example of how an attacker who attains system-level privilege can easily get the plaintext when the data is protected by encryption.

1.1 Importance of Protecting the Plaintext and Keys

In this section, we show how an attacker with system-level privilege can easily retrieve the plaintext and the key when data is protected by encryption. The attacker can attain system-level privilege by first infiltrating the operating system or the hypervisor, through one of many well-known privilege escalation attacks [15, 35, 69]. Once an attacker gains enough privilege in a computing device, either through software or hardware, the attacker can easily mount attacks that are otherwise impossible or difficult to achieve, e.g., access to the machine’s bootloader to insert a keylogger [91] or directly accessing the data values in the main memory by compromising the operating system. In today’s ubiquitous computing environment where a lot of our sensitive data is stored on our smart phones, which we may easily lose, and which is easy for an attacker to steal, the barrier for the attackers has been significantly lowered. This is partly due to the large attack surface\(^3\) exposed by today’s large monolithic

\(^3\)The attack surface commonly refers to the set of software entities within a computer system that can be run, interacted with or controlled by an attacker.
operating systems. As a result, the importance of taking into account the capabilities of attackers with system-level privilege for any new security architecture cannot be overstated. We use real-world examples of a secure file system, eCryptfs [7] and the public-private key management tool, OpenSSL [10] to illustrate this.

eCryptfs, an enterprise cryptographic file system for Linux, is a widely used data encryption technique for files in Ubuntu Linux. It encrypts data on a per-file basis, so each file has a per-file randomly-generated Advanced Encryption Standard (AES) symmetric key to encrypt and decrypt the file. The per-file AES encryption key is in turn encrypted using a key derived from the user’s passphrase. In this example, the per-file AES key is the “data”, which is encrypted when not in use, but is decrypted in plaintext to be used when an encrypted file is requested by the user. We conduct simulated attacks on eCryptfs on our testing platform [36] to demonstrate how easy it is for an attacker with system-level privilege to retrieve the per-file encryption keys from the main memory. The attack is similar in spirit to a Cold Boot attack [51], where a physical attacker freezes the main memory module to read out the secrets stored in plaintext in the main memory. Our attack, instead of physical access, works as an attacker with system-level privilege through a compromised operating system, to achieve the same effect of the Cold Boot attack.

In our experimental setup, we have two virtual machines (VMs), one with eCryptfs running and the other simulating the attacker. While the eCryptfs VM is accessing a sensitive eCryptfs-protected file using the plaintext AES symmetric keys, the attacker controls the eCryptfs VM, e.g., by compromising the operating system, to scan the main memory, trying to find the AES encryption key used for the sensitive file. We dump the eCryptfs security log files to look for the specific key values for this particular sensitive file, as shown in Figure 1.1.

Our privileged attacker runs the aeskeyfind [4] tool and finds several instances of the exact key bit values used by eCryptfs to encrypt/decrypt the sensitive file, along with other bit streams that resemble an AES key in the main memory, as shown in Figure 1.2. In fact, the result shows that not only one but two copies of the exact key bit values are found in the main memory, indicating an increased probability of a successful attack.

---

4Homomorphic encryption techniques [47, 95] are proposed to operate on encrypted data. However, these techniques are still too complex to be adopted widely in practice.
Figure 1.2: Possible AES encryption key bit values found in the main memory using the \texttt{aeskeyfind} tool. The matching AES key are shown in the boxes.

Similarly, the same attack concept can be applied to finding asymmetric keys such as public/private keys in the RSA crypto algorithm. The RSA encryption equation is typically expressed as:

\begin{equation}
    c = p^e \pmod{n}
\end{equation}

and similarly for RSA decryption:

\begin{equation}
    p = c^d \pmod{n}
\end{equation}

where \( c \) and \( m \) denote the ciphertext and plaintext, respectively. \( n \), the modulus, and \( e \), the public exponent constitute the public key, whereas \( d \) is the private key. Two distinct prime numbers \( p \) and \( q \), where \( pq = n \), are also secret since they can be used to calculate the value of the private exponent \( d \).

We use the same experimental setup described earlier, except that the victim virtual machine now runs the OpenSSL toolkit. OpenSSL is an open-source implementation of the SSL and TLS protocols that implements basic cryptographic functions including RSA public-key cryptography. We run the OpenSSL toolkit to process an RSA private key that should be kept secret since it can be used to decrypt private messages or used to perform a digital signature. Figure 1.3 shows the target RSA key components, e.g., the public/private exponents and the prime factors.

The attacker VM again controls the OpenSSL VM to scan the main memory using the \texttt{rsakeyfind} tool for finding potential RSA private keys, while the OpenSSL VM is accessing the RSA private key for web transactions. The tool uses a few methods to search for the RSA key values in the memory: searching for the public modulus or the RSA key object identifier, and also searching for the identifying features of the common RSA key encoding format. Figure 1.4 shows the result of finding the exact RSA private key bits in the main memory of the OpenSSL VM.

These simple experiments show how important it is for a computer system to protect the decrypted plaintext and the key when data confidentiality is of concern and they highlight the main message that this thesis is delivering:
Figure 1.3: The target RSA private key components used by the OpenSSL toolkit. We show the values of the modulus \((n)\), the public exponent \((e)\), the private exponent \((d)\), and the parts of the two prime numbers \((p\) and \(q)\).

Encryption provides no security guarantees if the plaintext of the data and the key are not protected.

This thesis explores different hardware-software architectural solutions to provide the desirable protections for the plaintext data and the corresponding encryption keys.

1.2 Thesis Summary

This thesis focuses on the second and third aspects of data confidentiality protection that we defined before in Table 1.1, namely the prevention of illegal secondary dissemination and the life-time policy enforcement for protected sensitive data. Specifically, the solutions proposed in this thesis are built upon the following principles:
• Using encryption and controlling the access to keys are not sufficient for protecting the confidentiality of data; the decrypted plaintext and decrypted keys must also be protected.

• To provide data confidentiality, a data-specific policy should be enforced, no matter which applications or users access the data.

• Data protection should be achieved with the least amount of trusted software entities, to minimize the overall attack surface of the system.

Building upon these principles, this thesis explores two approaches to protect sensitive data and its associated data-specific policy. The first approach, described in Chapter 4, only allows access to protected sensitive data with a piece of trusted application software, which executes in a secure execution environment provided by
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the hardware. The second approach, described in Chapter 5, enables protection of the sensitive data without any trusted application software.

In the first approach in Chapter 4, any access to the sensitive data is regulated by the trusted application software and the execution of the trusted application software is directly protected by the hardware security architecture. We leverage the Secret Protection (SP) [37, 60] architecture to provide the desired secure execution compartment using code integrity checking, data encryption and interrupt protection. We build the piece of trusted application software by trust-partitioning existing applications into a trusted component and leaving the rest of the application untrusted. We use the hardware to directly protect only the trusted component of the application software, all the while assuming that the underlying operating system is not trusted and can be compromised by an attacker with system-level privilege. Any legitimate access must be checked by and must go through the trusted application software, otherwise the access is denied and only encrypted ciphertext is accessible. This approach ties the protected data and its policy with the trusted application software such that even an authorized recipient is not allowed to abuse the data or the policy, so the confidentiality of the protected data is guaranteed by the trusted application software, whose execution environment is guaranteed to be protected by the hardware SP architecture.

The approach described in Chapter 4 requires trust-partitioning existing applications and only allows legitimate access through the trusted application software component. This partitioning has to be done for every application, making the approach harder to adopt in practice. Hence, in Chapter 5, we explore solutions where the applications remain unmodified while the access to protected data is still enforced. To achieve this, we propose a hardware-software architecture called DataSafe to provide data confidentiality protection without sacrificing practicality. DataSafe enforces the data-specific policy of each piece of protected data, instantiated within a Secure Data compartment, as opposed to the secure execution compartment in Chapter 4. The DataSafe software components support arbitrary high-level policies for data protection while enabling unmodified third party applications to access any DataSafe-protected data. The DataSafe hardware components uses dynamic information flow tracking (DIFT) to track the protected data and control the data output from the machine to enforce the data-specific confidentiality policy. Furthermore, the enforcement mechanism can track the data even when protected data has been transformed or encoded by untrusted applications. This approach unties the protected data and its policy from the application software, allowing an authorized recipient to use arbitrary software that he or she desires to access the data, while guaranteeing that the confidentiality policy of the data is not violated, through our runtime hardware data tracking and output control mechanisms.

The DIFT mechanism employed in Chapter 5 has traditionally been used more for integrity protection than for confidentiality protection and has not been adopted in practice due to its unacceptable levels of false-positives and false-negatives. A high false-positive would annoy the user into turning off the DIFT system and even a small false-negative implies that the DIFT system is not robust enough to track information correctly. Usually reducing one of them would drastically increase the other. To
resolve these practicality issues of a DIFT system, we show in Chapter 6 both hardware and software techniques to address the false-positives and false-negatives due to implicit information flow. We propose to use a simple hardware counter, hardware save and restore mechanisms, and static analysis of application binaries, to aid the DIFT system to achieve zero false-negatives while keeping the false-positives low.

The thesis is organized as follows: Chapter 1 introduces the additional problems of data confidentiality protection and summarizes the contributions of this thesis. Chapter 2 reviews the past work in the area of data access control, secure computer architectures and information leakage. Chapter 3 formally defines the problem that this thesis solves and the threat and trust models upon which the solutions proposed in this thesis are built. Chapter 4 presents our data confidentiality protection with the access going through a piece of trusted application software which is directly protected by the hardware. Chapter 5 describes our DataSafe architecture that provides data confidentiality protection without the access going through a piece of trusted application software. Instead, the hardware tracks the protected data and enforces the data’s policy through output control. Chapter 6 shows our contributions to the existing DIFT technique\(^5\), especially for mitigating the implicit information flow problem to address the false-positive and false-negative performance of a DIFT system. Chapter 7 concludes the thesis and briefly describes future work.

\(^5\)Note that Chapter 6 presents our solution to the DIFT sub-system of Chapter 5. We present it as a separate chapter for clarity.
Chapter 2

Past Work

As discussed in Chapter 1, important aspects of data confidentiality protection include the access control for primary authorization, the use of encryption and the protection of the plaintext and keys, and preventing the leakage of the data throughout its lifetime. In this chapter, we first look at how data access control is achieved in modern computer systems and prior proposals for enhancing it. We then discuss several security architectures that protect trusted application software to protect confidentiality, and finally we see how prior work performs information leakage detection and prevention. We defer the discussion of the related work for dynamic information flow tracking (DIFT) techniques to Chapter 6.

2.1 Data Access Control

Data access control can be done at different levels within a modern computing system, including the applications, operating system or hardware, with different techniques such as access control lists or encryption.

2.1.1 Software-Managed Access Control

At the application level, Adobe Acrobat [2] has the ability to set permissions to protect sensitive files, including viewing, printing, changing, copying or commenting. It uses simple password protection that can be broken by a brute force attack. An attacker with system-level privilege can also install a keylogger to record the password or use techniques similar to what we described in Section 1.1 to scan the memory and retrieve the plaintext data of a protected file.

To control the access to our data, modern operating systems have employed local access control for data, e.g., the \texttt{rwx} attributes commonly found in Linux operating systems – a form of Discretionary Access Control (DAC)\textsuperscript{1}. FreeBSD incorporates a mandatory access control (MAC) security module [9] in its implementation which is able to enforce a variety of security policies on the accesses to different resources.

\textsuperscript{1}In DAC, the resource owner sets the access control rules, whereas in the Mandatory Access Control (MAC) system the rules are set by the system or by a central authority.
managed by the operating system. The system implements loadable access control modules that can enforce policies according to the labels on the subjects and objects, which are specified only by the system administrator. For example, certain users can be blocked from access to some ports or sockets in the system by the MAC mechanism. Similarly, multilevel security (MLS) operating systems such as SELinux [13] use software tagging to assign and enforce the access control to sensitive data on any machine with SELinux. However, these operating system level approaches increase the TCB to include the entire operating system and its policy configurations. In this thesis, we assume the operating system is not trusted.

Several Usage control (UCON) access control models and mechanisms are proposed [73, 74, 76, 102] to extend beyond the rwx attributes. UCON is concerned with how data is used after access to the data has been granted – similar to the goal of this thesis. UCON defines a formal model [74] that is comprehensive to include different access control policies. For example, the UCON model can specify “A junior medical doctor can perform an operation only with the presence of a senior doctor”, or “A user has to keep an advertisement window active all the time”. However, the enforcement mechanisms of UCON are often implemented as a reference monitor within the operating system [73] or in multi-layers of the software hierarchy [64], i.e., the application, the windowing display sub-system and the operating system, to be able to monitor and control data usage across different system components. The nature of these access control models and mechanisms assumes a trusted operating system, whereas this thesis focuses on the architectural solutions when the operating system cannot be trusted. Nevertheless, these various access control models can be incorporated in our proposed solutions to address a wider range of application scenarios.

Data access control can also be done in a distributed manner. Secure Information Sharing Architecture Alliance (SISA) [12] is an alliance of several industry companies, aiming to provide a secure end-to-end architecture for information sharing in a distributed environment. It involves several levels of access control, e.g., physical access control, network access control, storage access control, etc., to provide extensive defense-in-depth. For example, a workstation connected to the network will display a standard login screen that uses Microsoft Active Directory for user login. Cisco’s Network Admission Control (NAC) appliance would then verify that the user’s device complies with the security requirements, then designates which parts of the network the user may use to access applications and content. The workstation is further protected by using behavior-based defenses to detect and block abnormal activities. The user can use Microsoft applications to collaborate and share files for which that user has been authorized. Content contained within e-mails and documents is protected using Microsoft Rights Management Services (RMS). This multi-level security approach provides defense-in-depth, and greater protection against secondary dissemination and data lifetime policy enforcement, albeit at the cost of greatly increasing the amount of software and hardware entities to be included in the TCB, e.g., everything from the physical entry gates to the software networking stacks.
2.1.2 Hardware-Managed Access Control

On the hardware side, modern processor architecture supports data access control as follows: each hardware translation lookaside buffer (TLB) entry in the processor can specify the access attributes of a page, e.g., read-only, read-write, user-read-only or supervisor-access-only, etc. This defines the access policy at the page-level granularity, with respect to whether or not the process (representing the user) has the right to read, write or execute the data on the particular page. However, current hardware access control only supports the page-level granularity and requires the operating system to configure the protection.

To address the protection granularity problem, Sentry [84] is a recent proposal on memory access control at the cache-line size granularity. In Sentry, an application can devise its own protection models within different modules, instead of the operating system doing the protection configuration. Their access control mechanism repurposes existing cache coherence states to check for access permission upon L1 cache misses to provide an extra level of rwx permissions at the cache-line size granularity. Sentry performs access checks when an L1 miss occurs to determine whether or not a cache line is allowed to be brought into the L1 cache. This eliminates the need for any checks if a data access hits in the L1 cache. Furthermore, the checks are only performed when an application requires fine-grained or user-level access control. The checks take place after the traditional page-sized TLB enforcement, allowing an application to set different access protections of the same data for different modules within the application.

Mondrian [98] is proposed as a memory protection scheme that completely replaces the role of the TLB by introducing its own memory protection hardware. Mondrian uses a multi-level permissions table to store the access permission information down to the granularity of words. The entries in the permissions table store an array of memory segments sorted by the segment start address. Mondrian uses a hardware permissions lookaside buffer, much like the TLB for page tables, to speed up the permission checks. The scheme provides word-level, fine-grained permission control to allow multiple domains to share data. However, both Sentry and Mondrian only support traditional rwx-style permissions and addresses the problem of primary authorization, the system has no control over where data goes after a read access is given to an application.

2.1.3 Using Encryption

Besides access control mechanisms, encryption is a commonly used technique to control access to sensitive data, by limiting the access to the encryption/decryption keys. Several commercial solutions have been proposed to address this issue using encryption, in the context of digital media and digital documents. Cryptolope [58], known as cryptographic envelopes, enables a commercial platform for the content creator and the publisher to license their content to the customers by controlling the distribution of the decryption keys. Cryptolope decouples the distribution of the data and its corresponding decryption keys. Several Digital Rights Management (DRM)
solutions [3, 6, 61] focus on the copy-protection of the digital media using encryption to protect the media content. However, all these encryption solutions share a common threat model that assumes the entire box of the computing device is trusted, including both the software and the hardware. Therefore, once those assumptions are broken by attackers, e.g., by inspecting the memory using debuggers, the decryption keys are easily found and are used to evade the content protection schemes [61]. Cryptolope also assumes the same threat model as the DRM solutions – the device and the software on the device are trusted. Therefore, if an attacker can compromise the operating system or tap the memory bus, the attacker can have access to its decryption keys, using techniques described in Section 1.1.

2.2 Security Architectures for Protecting Trusted Application Software

Previous research in secure computer architectures and systems have taken the approach to protect the execution of a piece of trusted application software [25, 37, 66, 67, 85], which in turn protects the confidentiality of our data. Although these techniques do not directly address the problem related to data confidentiality, especially in terms of secondary dissemination and data lifetime policy enforcement, our proposed solutions in Chapter 4 and 5 can leverage and build upon these techniques to provide data-centric security, by protecting the execution of our proposed critical software components.

SP [60, 37, 38, 97] architecture is proposed to protect the confidentiality and integrity of the execution of a trusted software module without trusting the operating system, by introducing additional components in the processor. It uses encryption to protect the secret data accessed by the trusted software module and to protect the trusted software module from potentially malicious interrupts. The integrity of the trusted software module is also protected by the hardware code integrity checking to protect the code from malicious modifications. Our solution of protecting data confidentiality with a trusted application component (Chapter 4) builds on top of the SP architecture and we give a more detailed description of the SP architecture in Chapter 4.

Bastion [25] architecture extends the SP architecture by using a hypervisor to provide scalability for executing multiple simultaneous trusted software modules from multiple trust domains. Bastion uses hardware to protect the execution of the hypervisor, which in turn provides the protected execution environment for any number of trusted software modules concurrently. In addition, Bastion provides runtime memory protection for the hypervisor using hardware memory integrity trees to ensure that the hypervisor is not compromised even in the face of physical attackers. Both the SP and Bastion architectural solutions are able to protect sensitive data pertaining to the trusted application software.

Execute-only memory (XOM) [63] is a secure processor architecture that protects applications in an untrusted operating system environment. The protected applications running on XOM are kept in different compartments, each with its own com-
artment key. XOM uses a complex key management system to encrypt the memory partitions belonging to different application compartments, and it also uses hashes to protect the integrity of those memory partitions. Like the SP architecture, XOM has the ability to protect registers upon interrupts. Nevertheless, XOM has a more complex architecture and requires adding the instructions that use the hardware security mechanisms in the operating system kernel.

AEGIS [88] is another security architecture that provides memory compartments for trusted application software. AEGIS utilizes a security kernel within the operating system to provide a system where any physical or software tampering (integrity violation) can be detected and the attacker cannot obtain any information about the software or data (confidentiality violation). AEGIS uses dedicated hardware registers to define ranges of physical memory that are either unencrypted, encrypted, or encrypted and integrity-protected. They use the memory integrity tree to provide the integrity protection. These protected memory compartments are enforced by the security kernel in the operating system.

The Trusted Platform Module (TPM) [93] is an industry solution to achieve a trusted execution environment that can be used to provide password protection, disk encryption and, most importantly, a trusted boot-chain. TPM uses an external chip that can store cryptographic keys and information about the system's configuration, such that the keys can be used to sign attestation reports or encrypt data, and the system configuration information can be used to ensure the boot-time integrity of the software system, starting from the Basic Input/Output System (BIOS) code to the operating system. For example, when employing TPM protection, applications can seal a piece of sensitive information inside the TPM chip. In other words, TPM can essentially bind a set of files to a particular host under a specific configuration. An attacker who has compromised the system by changing any part of the software configurations would not be able to unseal the data that is protected by the TPM chip. However, TPM’s protection model does not consider how the keys are used and where they are stored after they are unsealed, therefore the access control of the decrypted sensitive information is still left to the application and the decrypted symmetric keys from the TPM chip can still be obtained by an attacker by examining the memory content [51, 59], as described in Section 1.1. Hence, the protection of the sensitive data still requires the management of the keys and the protection of the decrypted plaintext.

Flicker [67] employs the newly introduced late launch instructions (Intel SENTER instruction or the AMD SKINIT instruction) in the microprocessor, together with the TPM to run a piece of trusted application software in isolation. Flicker measures the trusted application software and stores the measurements in the TPM, suspends the operating system, disables direct memory access (DMA) for the protected memory region and disables interrupts, to provide a secure execution compartment for the application.

Overshadow [29] presents a framework for protecting applications without trusting the operating system. Overshadow does not require special hardware and implements the protection mechanisms in the virtual machine monitor (VMM). Each physical memory page is viewed differently as encrypted or decrypted, depending on which
software entity is requesting access. Therefore by providing the operating system with an encrypted view of the memory and the applications the normal view of its data, Overshadow can protect the privacy and integrity of application data in the face of an untrusted operating system.

2.3 Information Leakage of Untrusted Applications

In order to get useful work done on our sensitive data, any third-party application would need to have access to the plaintext of the data, unless fully homomorphic encryption schemes [47, 95] are adopted – and these are currently not feasible for practical adoption. As a result, the application can pass on the plaintext to unauthorized entities, if there are no proper protection mechanisms in place. The most common defenses involve isolation of the untrusted application, and information leakage prevention in the application, in the operating system and in the architecture. We first look at the techniques for isolation, and we review the past work of information leakage prevention in each level of the system. Note that these techniques are different from the information flow tracking techniques that we will discuss in detail in Chapter 6.

Isolation, or sandboxing of untrusted [45, 53, 62] applications has been widely researched to limit the scope of the damage done by the untrusted application. For example, changes made to the file system by an untrusted application are first cached and only committed after the user has verified the authenticity of those changes [62]. The technique is better suited for preventing the corruption of important system states, since any modification can be regarded as an unlawful change. However, it is difficult to detect whether or not any sensitive information is leaked, since the application can encode or transform the data in such a way that makes it unrecognizable.

TightLip [100] presents a method for detecting leakage of sensitive information by untrusted applications, with no hardware change and minor operating system changes. It uses a Doppelganger process – a process that replicates the original application process but is sandboxed to copy most of the state from the original process. The Doppelganger process is run in parallel with the original application process, but the Doppelganger process is fed with non-sensitive input whereas the original process is fed with sensitive input. The system monitors the inputs and outputs of both processes and look for divergent values to determine if the application leaks any sensitive information. TightLip is able to detect information leakage at the granularity of system-calls made by the untrusted application, but implies trusting the operating system.

Using the operating system to prevent information leakage has been proposed by HiStar [101] and Asbestos [39, 40, 96]. These two new operating systems use concepts from information flow tracking (Chapter 6), but use it at a higher-level of granularity within the system. Both operating systems label the OS-level objects, e.g., processes, to control the information flow by comparing the labels between objects in a MAC-style policy. Each object in HiStar has a label and the label specifies the security level and the declassification privilege for that object. Information flow is
controlled by the HiStar kernel by comparing the labels of objects against a MAC policy defined for the system. A special label could be assigned to a thread object to signify declassification privilege, i.e., the thread could bypass the information flow restrictions. However, since the labeling is done at the granularity of the OS objects, fine-grained policy decisions within an application cannot be made. For example, an untrusted application consuming any sensitive data will not be allowed to send anything to the network even if the sent data is unclassified and unrelated to the sensitive data.

InfoShield [83] is a security architecture that restricts the access to the data to only those instructions that are allowed to access them. It uses code signing and code integrity checking to ensure that the application code has not been tampered with, and uses hardware tables to record and check pre-determined authorized instructions that are allowed to perform load/store operations on protected data, such that the protected data can only be accessed by the authorized instructions and the data can only be used in the order defined by the application. For example, a programmer can annotate the source to identify sensitive data to be protected by InfoShield. The compiler recognizes the annotation and inserts additional instructions to register the next valid program counter that is authorized to access the data in a hardware table. Every load/store instruction checks the hardware table to ensure no unauthorized instruction accesses the data. The goal of InfoShield is similar to this thesis; however, their approach is application-specific whereas this thesis focuses on data-centric protection mechanisms.

2.4 Chapter Summary

In this chapter, we reviewed three main categories of past work that are related to data confidentiality protection: (1) data access control, (2) secure architectures that protect application software for providing data confidentiality, and (3) information leakage detection and prevention for untrusted applications. A lot of these solutions have a threat model that assumes either the entire computing box is trusted, or that the operating system is trusted, which is becoming more and more unlikely due to the sheer code size of a monolithic operating system and the consideration of an insider attack. In the next chapter, we lay out the foundation, including the formal problem statement and the threat and trust model, upon which we build our solutions in later chapters.
Chapter 3

Problem Statement and Threat Model

We now define the problem of data confidentiality protection, especially with regard to the secondary dissemination and lifetime data protection of sensitive data. We then lay out the basic assumptions and describe the threat and trust models on top of which we build our data-centric protection solutions in Chapters 4 to 6.

3.1 Problem Statement

We state the problem addressed in this thesis as follows:

To prevent illegitimate secondary dissemination of protected data, after access to the data is given to an authorized recipient. The protected data should have a pre-defined policy that is enforced during its lifetime no matter what, when, where and how access is granted.

For example, a policy could specify “the data can be read but not copied” (what), “access can only be granted during office hours from 9am to 5pm” (when), “access can only be granted within the office building and using the company network” (where), and “policy must be evaluated by the trusted policy handler” (how).

The above problem statement can also be defined formally as follows:

Suppose a subject $s \in S$ creates an object $o \in O$ that is to be distributed to and accessed by recipients $s' \in S$ within domain $D$ with the following restrictions:

1. The object $o$ cannot be accessed by subjects $s'$ outside of domain $D$.
2. The object $o$ cannot be accessed by subjects $s'$ inside of domain $D$ without the permission of subject $s$.
3. Any copy of, or transformed data derived from, the object $o$ should include the same policy specified by $s$ attached and enforced, across different machines.

Cross-domain object transfers are an extension of our basic model and must also enforce the object’s confidentiality policy, or a higher-level policy dictated by trusted domain managers (Section 3.2.1).
3.2 Trust and Threat Models

In this section we first describe the common system assumptions and threat model for Chapters 4, 5 and 6, and then we discuss their differences.

3.2.1 System Assumptions

- We assume that any protected data objects are distributed and accessed by recipients within the domain. Each domain has a domain manager that serves as the trusted authority within the domain and manages the computing devices within the domain\(^1\).
- We assume that every recipient uses some type of computing device to access the protected data, where the hardware, including the microprocessor and the features we add in the processor in Chapter 4 and Chapter 5, is assumed to be correctly implemented and contain no exploitable vulnerabilities.
- On each of the computing devices that is enabled with the hardware data protection mechanisms, we assume that two trusted paths exist between the user input and the trusted microprocessor (trusted input path), and another between the microprocessor and the display output (trusted output path). Hence, the device user can be assured that the input comes directly from him/her and that what is displayed is indeed that which is processed by the microprocessor. Various techniques exist [22, 43, 71] to support a trusted input path and a trusted display, and the issue is orthogonal to the problem addressed in this thesis.
- For the low-level software running on the system, e.g., Basic Input/Output System (BIOS) and the hypervisor, we assume that secure launch or secure boot technology is employed to launch the system software and the hypervisor to establish a chain of trust to ensure boot-time and load-time integrity (e.g., Bastion [25], TrustVisor [66] or TPM [93]) for the system-level software. These secure booting issues are orthogonal to the work in this thesis and can be used in conjunction with our proposed data protection techniques.
- We assume that the authorized recipients within a domain are authenticated using standard authentication mechanisms such as passphrases, private key tokens or biometrics, through the trusted I/O paths mentioned above.
- We assume that any individual possessing the appropriate private key is legitimate and that the presence of a particular private key is enough for authentication purposes. Secure user authentication is orthogonal to our solutions and hence is not in scope for this thesis.

The different system assumptions between Chapters 4, 5 and 6 are as follows (also illustrated in Figure 3.1). In Chapter 4, we divide the application program into a trusted and an untrusted part, where the trusted part is guaranteed to perform the desired functions and any tampering with the trusted part will be detected, by means of our hardware protection mechanisms. However, the adversary can exploit the vulnerabilities in the untrusted part to perform malicious activities. In Chapters 5 and 6,

\(^1\)Cross-domain data distribution can be achieved through key exchanges between the domain managers. We discuss the details of cross-domain data distribution in later chapters.
we relax the assumption to consider the entire application program to be untrusted. The application-independent DataSafe software components, i.e., the policy/domain handler and the hypervisor, in Chapter 5 are assumed to be trusted. The static analysis and instrumentation software components in Chapter 6 are assumed to be trusted. No hypervisor is necessary in both Chapters 4 and 6 since the operating system directly runs on top of the hardware, but if a hypervisor is in the system, it is assumed to be trusted. Compared to the commodity operating system, hypervisors are usually smaller in terms of size and complexity, and therefore expose a smaller attack surface that is easier to be verified to be secure. Figure 3.1 summarizes the differences between the Trusted Computing Base (TCB) of the three chapters.

### 3.2.2 Threat Model

The main goal of the adversary is to steal or leak out sensitive information that an authorized recipient is allowed to access. An authorized recipient may also be an adversary, in which case it is an insider attack. Adversaries can exploit the vulnerabilities within the untrusted operating system to leak the protected data. In this thesis, we do not consider the following threats:

1. Outright malicious software applications, e.g., viruses or worms.
2. Hardware Trojans.
3. Runtime data integrity protections as well as availability concerns, such as denial-of-service attacks, are orthogonal to the scope of this thesis. Dynamic integrity protections can be achieved by incorporating memory integrity trees [25, 46, 79] into the solutions proposed in this thesis.
4. Out-of-band attacks, such as taking a photo of the screen, or human memory.
5. Data inference attacks.
6. Covert or side channels, such as timing or storage channels.
7. Hardware attacks, such as the memory remanence attack [17, 50, 51] or chip re-writing attacks [17]\(^2\). These hardware attacks are already addressed by the SP [38, 37, 60, 97] or Bastion [25] architecture and can be readily incorporated with the solutions proposed in this thesis.

### 3.3 Chapter Summary

This chapter first states the definition of the problem that this thesis is solving – illegal secondary dissemination of protected data by authorized recipients, and then lays out the fundamental assumptions and threats that our solutions proposed in Chapters 4, 5 and 6 are based upon. In the next chapter, we go into the details of our first solution – Policy-Protected Data with Trusted Application Software, which leverages the hardware protection provided by the SP architecture to build a piece of trusted software module that controls all accesses to the protected data to ensure data confidentiality.

---

\(^2\)Chip re-writing attacks use microscopes or probing needles to overwrite the contents stored in a Read-Only Memory (ROM) or an Electrically Erasable Programmable Read-Only Memory (EEPROM).
Chapter 4

Policy-Protected Data with Trusted Application Software

Traditional access control to protect data on a computer system is usually implemented by the operating system (OS). However, if the OS is compromised, the access control policy enforcement can also be compromised. Therefore, applications running on top of the OS need some way to protect secret or sensitive information, in spite of a compromised OS. Given today’s large and complex operating systems, and the large number of security breaches found in commodity operating systems, it is unwise to consider a commodity operating system as part of the Trusted Computing Base (TCB). Hence, in this chapter, we examine how data can be protected within an application to provide a flexible mechanism to achieve application-level access control, without trusting the operating system.

We make the following contributions in this chapter:

• implementing a distributed access control policy at the application level. We pick a policy that is known to be very difficult to enforce, e.g., originator-controlled (ORCON) [49, 65] policy, and

• developing a methodology for trust-partitioning of an application.

We define trust-partitioning to mean the partitioning of an application into a trusted software component for accessing protected data, while leaving the rest of the application untouched and untrusted. The trusted component is then the only way by which the rest of the application can access the protected data.

Some materials in this chapter has been published in [31].

4.1 Background

To be able to address illegal secondary dissemination and lifetime data-specific policy enforcement, one approach is to limit which software entity has access to the plaintext of the sensitive data. In other words, if we only allow one trusted application software to have access to the plaintext data, and we require all access requests for the data to go through this piece of trusted application software, then we can guarantee that the data-specific policy enforced by the trusted application software cannot be violated.
Therefore, the trusted application software serves as a gateway to the sensitive data, and we need to provide a secure execution compartment for the piece of trusted application software, to ensure that the trusted application cannot be compromised by an attacker, especially when running on an untrusted operating system.

In this chapter, we propose the following solution to data confidentiality protection:

A small, verifiable and trusted application module that enforces the data's policy with direct hardware protection that cannot be bypassed or manipulated by the operating system.

Implementing the data protections in the application-space removes the dependency on the operating system and adds the flexibility of incorporating different policies, but the application must be protected from the potentially corrupted operating system. To achieve this, a secure execution compartment for the trusted application module has the requirements below:

**Requirement 1:** The decryption key of the sensitive data has to be protected. The decryption key can only be accessed by the trusted application module.

**Requirement 2:** The integrity of the trusted application module has to be protected, such that an attacker cannot modify the code of the module to perform malicious activities.

**Requirement 3:** The sensitive data, when decrypted in plaintext, can only be accessed by the trusted application module.

**Requirement 4:** Any sensitive data used by the trusted application module has to be protected during runtime, even when the execution of the module is interrupted.

**Requirement 5:** The trusted application module should be as small as possible to reduce the attack surface and to allow for easier security verification.

**Requirement 6:** The integrity of the policy of the sensitive data has to be protected.

Several of the security architectures described in Section 2.2 provide such a secure execution compartment. Our solution architecture [31] builds on top of the Secret Protection (SP) architecture [37, 60]. SP presents a minimal addition to the microprocessor, which provides a secure execution compartment for a Trusted Software Module (TSM) that meets all the requirements described above.

In SP, the protection of a TSM is proposed; however, the design of the critical components of a TSM, and the question of how to turn an existing application into a trusted part (TSM) and an untrusted part, was left unanswered in the original papers [37, 60]. We address these issues in this chapter. Specifically we show how to provide protection of existing applications by modifying them to incorporate a TSM that is directly protected by the hardware to prevent any unauthorized information leakage. We also design a generic TSM structure for general policy usage. We implement a proof-of-concept (originator-controlled) ORCON-like access control policy for protected data that is designed to be enforced in a distributed manner, in a popular Unix editor vi.
Consider the case where a secret document is to be distributed to selected recipients of different clearance levels, while the content of the original document cannot be modified. Further, the dissemination of the content has to be approved by the content creator. This policy is the Originator-Controlled (ORCON) [49, 65] policy. It is proposed to address such a scenario. Since the access control point of the policy is neither entirely centralized (policy dictated by the originator) nor entirely distributed (policy enforced for all entities), it cannot be directly solved by applying Mandatory Access Control (MAC) or Discretionary Access Control (DAC), which are typically used in traditional systems. In this chapter, we use a ORCON-like policy to show the effectiveness of protecting data confidentiality through the use of the Trusted Software Module, which is partitioned from existing applications and directly protected by the SP hardware. In the next section, we describe the baseline SP architecture, and the secure execution compartment that it provides for the TSM.

4.2 Baseline Architecture

In our solution, the trusted computing base (TCB) consists of a combination of a trusted part of the application software and the additions to the microprocessor hardware, which build upon the Secret Protection (SP) [37, 60] architecture to provide direct hardware protection of the application, as shown in Figure 4.1. SP Architecture was first proposed [60] to protect the user’s secret keys (user mode). It also has later variants which protect a remote authority’s and third parties’ secret keys (authority mode) [37], sensitive data on sensor nodes (sensor mode) [38] and sensitive data in embedded systems (embedded mode) [97]. Our solution builds upon the authority mode SP [37]. We describe the fundamental ideas of the SP architecture in this section. Note that the original SP architecture has a threat model that assumes physical attackers, whereas this thesis does not consider physical attacks, so we describe only the relevant SP architecture, excluding the parts that address physical attacks.
The SP architecture consists of the Trusted Software Module (TSM) in the user-level application and the SP hardware in the microprocessor chip, as shown in Figure 4.1. The main objective of the SP architecture is to use the SP hardware extensions to directly protect the confidentiality and integrity of the execution of the TSM, and the SP architecture achieves these by ensuring the following:

1. Each TSM is bound to a particular SP hardware and can only be executed on that SP hardware. Furthermore, the integrity of the TSM code is continuously checked when the TSM is executing.

2. The sensitive data of the TSM can only be accessed in plaintext by the TSM, not by any other software entity, and any illegal changes to the TSM data can be detected by the SP hardware.

There are two hardware trust anchors in the SP microprocessor chip (Figure 4.2) that enable the above protections for the TSM:

1. the Device Root Key (DRK) to bind the TSM, to protect the integrity of the TSM code and to protect the confidentiality of the TSM data in the memory and in permanent storage, and

2. the Storage Root Hash (SRH), to protect the confidentiality and integrity of the TSM data in the permanent storage.

The DRK has a few distinct properties:

1. it is unique for each processor chip,

2. it never leaves the chip and cannot be read or written by any software, and

3. the only software that can use the DRK is the TSM, via a special instruction that can derive a new key from the DRK given nonces and/or constants. The use of the DRK by the TSM is restricted to only key derivation purposes; in other words, even the TSM does not have direct read access to the DRK and thus cannot leak out the DRK.

The SRH securely stores the root hash of a secure user-defined storage structure (whether on disk or on-line storage). The SRH is accessible only to the TSM. Other software cannot read or write the SRH, including the operating system. Any sensitive data can be stored in the user-defined secure storage, and hence their integrity
(Requirements 1 and 6 on Page 22) are protected by the SRH. Furthermore, they are also encrypted by a key derived from the DRK while in this secure storage, so their confidentiality is protected as well (Requirement 1).

To ensure the TSM binding and to protect the runtime execution of the TSM, SP employs two hardware techniques to protect the TSM’s code and data: Code Integrity Checking (CIC) and Concealed Execution Mode (CEM). Hardware Code Integrity Checking ensures the integrity of the TSM code while executing. This ensures Requirement 2 (Page 22) for the secure execution compartment of the TSM. Each instruction cache line embeds a message authentication code (MAC)\(^1\), with the DRK as the key. The MAC is verified before the instruction cache line is brought on-chip. The verified instruction cache lines belonging to the TSM are tagged in the on-chip caches. A TSM is bound to a particular SP-enabled machine with a particular DRK and cannot be executed on any other machine with a different DRK.

The generation and insertion of these MAC values for the TSM code are done in a two-step process. First, the compiler for the TSM takes two inputs, the TSM code and the target machine cache line size, to compile the binary for the TSM such that the compiler inserts \texttt{nop} instructions to reserve the byte locations at the end of the cache line, where the MAC value for the instructions in the beginning of cache line will occupy. The compiler is responsible for calculating the correct branch or jump targets accounting for the \texttt{nop}s. At the second stage, the compiled TSM binary is transferred to the trusted depot, where the trusted authority uses a binary re-writing tool that takes the TSM binary and the DRK, to calculate the MAC values and replace the \texttt{nop} instructions with the correct MAC values in the TSM binary.

Hardware Concealed Execution Mode (CEM) protects the TSM’s data while it is executing, to guarantee confidentiality and integrity of any temporary data that the TSM uses, whether this is in on-chip registers or caches, or evicted to off-chip memory. A Mode register is used to indicate whether or not the system is operating in the Concealed Execution Mode (CEM). CEM is triggered by a special instruction. The hardware begins checking the code integrity and all tagged protected data are accessible using special load and store instructions while the system is in CEM. All data cache lines containing protected data are tagged while stored in the on-chip caches. They are encrypted and hashed when evicted from the microprocessor chip. Access to tagged protected data while not in CEM will trigger a violation, ensuring Requirement 3 (Page 22) of a secure execution compartment. During interrupt handling, the contents of general registers are encrypted using a DRK-derived key and a hash is calculated and stored in the Interrupt Hash register, so that the operating system cannot observe or modify the register values without being detected, fulfilling Requirement 4 (Page 22). Furthermore, the interrupt return address is stored in the Interrupt Address register to be protected from a potentially corrupted OS.

In addition to the protection of the TSM’s execution, SP architecture uses a Secure BIOS to initialize the system with a unique DRK and a lock (L) bit is used to prevent the DRK from being modified by a malicious party. Only the authority who knows the DRK can unlock the DRK and re-initialize the system with a different DRK.

\(^{1}\)A MAC, also called a keyed hash, is a short piece of information used to authenticate a message.
SP also incorporates a hardware encryption and hashing engine to accelerate the automatic encryption (or decryption) and hash generation (or verification), reducing cryptographic overhead to the infrequent cache-miss handling of the last level of on-chip caches.

4.3 Application-Dependent Data Protection Architecture

Having established the baseline architecture that protects the execution of a Trusted Software Module, which is a piece of application, we now investigate two critical issues that are not addressed by the SP architecture alone:

1. how we can construct or carve out a part of an existing application to become the TSM, i.e., trust partitioning the application, and
2. what should the TSM components be to enable enforcing an application-level distributed access control policy on confidential data.

Before we go into the details of the TSM components, we first look at the overall operations of the distributed access control mechanism and the structure of the protected data.

4.3.1 Summary of Access to Protected Data

We walk through a simple usage example to show how our overall architecture protects and enforces the access control of the protected data in a distributed manner.

1. The data owner creates the document containing sensitive data using any application he/she chooses.
2. The data owner dictates the policy he/she would like to enforce, e.g., who has what access to the data.
3. The data owner runs an editor application which contains the TSM, to turn the document into a protected document, which involves the following steps:
   (a) The TSM first randomly generates a new symmetric key.
   (b) The TSM encrypts the data using the generated key and erases the plaintext.
   (c) The TSM calculates the hash of the policy and asks the content creator to sign the hash.
   (d) The TSM computes a hash over the encrypted document, policy, metadata and the key, and stores them in a package called the policy package in the secure storage protected by the SP hardware.
4. The data owner can now distribute the encrypted document to all recipients he/she desires.
5. The TSM on the data owner’s device encrypts the policy package using a symmetric communication key derived from the DRK and sends the encrypted policy package to the domain manager. (An alternative implementation can make use of the group encryption technique [56], which we discuss in Section 4.3.5.)
Figure 4.3: The policy package for an example protected document named `storm`. `JeffPriv` represents the private signing key of Jeff. `∥` denotes concatenation.

6. The TSM of the recipient’s device requests the domain manager for the policy package. The domain manager re-encrypts the policy package using a symmetric communication key and sends the encrypted policy package to the recipient TSM (Figure 4.5). The recipient TSM securely stores the policy package in the SP-enabled computer’s secure storage.

7. The TSM on the recipient’s device authenticates the recipient and checks the policy before granting access to the contents of the protected document.

### 4.3.2 Policy-Protected Data

Each protected data package contains the data itself and a policy package that specifies the policy associated with the data and other critical information associated with the data. The policy and the data should be logically tied together. Whether or not they are physically separated is implementation-dependent. We tie together the policy and the data by a cryptographic hash. The policy package is stored and protected in the secure storage which is protected by the SP hardware. This ensures that only the TSM can legitimately access or modify the stored policies in the secure storage. Any illegitimate modifications to the stored policies will be caught by the TSM when calculating the hash value of the secure storage and comparing the hash with the on-chip Storage Root Hash (SRH) – see Requirement 6 on Page 22.

The sensitive data is protected by encrypting the document with a randomly-generated key that is stored in the policy package in the secure storage. Since the document is encrypted, it can be safely stored in any public storage without additional access control protection. The key to decrypt it is bound by the policy and the policy.
is enforced by the TSM. In other words, the TSM always controls the access to the decryption keys. In addition to the policy and the key, we store other pertinent information of the protected document in the policy package. Figure 4.3 shows the internal structure of an example policy package in the secure storage. The package contains a policy dictated by the data owner, metadata pertaining to the protected data, a randomly generated key to encrypt/decrypt the data, a signature of the policy signed by the owner and a hash of all the above items generated by the TSM. This policy package is stored in SP’s secure storage which is encrypted by a key derived from the DRK. Hence, the confidentiality and the integrity of both the decryption key $K$, and the owner’s policy, is protected by hardware in the secure storage (fulfilling Requirements 1 and 6 on Page 22).

### 4.3.3 TSM Architecture

The TSM acts as a gateway to the protected data – only legitimate access to the plaintext data is allowed through the TSM. All other accesses will either be denied by the TSM or only the ciphertext can be accessed. Before the user is allowed access to the contents in the document, the TSM first checks the integrity of the encrypted document and the policy package, to make sure that they have not been tampered with. The TSM brings in to the memory the encrypted policy package stored in the secure storage using normal load instructions, and then reads the policy package using special secure load instructions (Section 4.2). If the data cache lines for the policy package was in the on-chip caches, a secure load to these cache lines would trigger an exception, causing the cache lines to be evicted out to the memory and brought back in again through the hardware crypto engine to be decrypted, so the TSM can check the integrity of the plaintext policy. Then the TSM checks if the policy allows the particular recipient access to the contents of the document. After all checks have successfully passed, the TSM brings in the data file, encrypted under key $K$, to the memory. The TSM sets aside a region of memory that is to be used as the TSM buffer, decrypts the data file using the key $K$, and writes the decrypted data file into the TSM buffer using secure store instructions. The data file, although decrypted, gets re-encrypted automatically by the crypto engine with a DRK-derived key when the cache lines of the data file get evicted to the memory by secure stores, so no plaintext data ever appears in the memory. When the TSM gets a request to read the plaintext data, the TSM uses secure load instructions to read from the TSM buffer and sends the plaintext data through the trusted display link to display the contents to the authenticated recipient. The temporary TSM buffer is a region of memory that is accessible only through special load and store instructions during CEM and hence is only accessible to the TSM (Section 4.2). When new data are appended, the TSM is responsible for updating the policy package and the tie between the policy and data, to make them consistent. Distribution of the new file and the new policy package is required for other recipients to have access to any newly appended data.

Figure 4.4 shows a general structure of the TSM consisting of several modules that perform different functionalities required by the TSM. The TSM is constructed
A trusted I/O module serves as the gateway for the TSM to securely receive user input, to securely display output or to connect with other TSMs. A crypto module that implements symmetric key encryption/decryption, asymmetric key encryption/decryption and cryptographic hash functions, and a random number generation (RNG) are included in the TSM, so that the TSM does not need to depend on the operating system or other libraries for these security-critical functions. The core of the TSM is the policy enforcement module that interacts with the TSM buffer and interprets the policy stored in the secure storage to mediate the I/O of the TSM. The policy enforcement module can be tailored to implement any desired data confidentiality policy within a domain, so only one TSM for an application is needed to access any protected data object within a domain. A user authentication module, along with a set of PKI interfaces is included in the TSM to take care of the user authentication required to guarantee that the owner of the public/private key pair specified in the policy is correctly authenticated. We describe the issue of user authentication next.

### 4.3.4 User Authentication

User authentication is a difficult problem for the TSM, since we cannot rely on the operating system for existing user authentication mechanisms. To simplify the design of the TSM and not burden it with complex user authentication functions, we propose a public/private key authentication solution. We build a generic Application Programming Interface (API) that can interact with and make use of different pub-
lic/private key applications, e.g., OpenPGP or GnuPG, which manage users’ private keys. We outline below the protocol used by the TSM to authenticate a user utilizing other PKI applications.

When invoked by the user to read a policy-protected document, the TSM prompts the user for identity, for example, *Alice*. The TSM reads the corresponding policy in the secure storage to locate Alice’s public key, *Alice*\textsubscript{Pub}. The TSM calls the RNG module to generate a new random number and uses *Alice*\textsubscript{Pub} to encrypt the random number as a challenge. The TSM sends the random challenge to the PKI application through the PKI interface and asks it to decrypt the random challenge.

The PKI application authenticates the user via its normal mechanisms, e.g., a passphrase or password. The PKI application returns the decrypted challenge to the TSM. The TSM checks for the validity of the random challenge to determine if the user has been successfully authenticated.

Theoretically, the whole PKI application could be included in the TSM, since it is a security-critical function. As the PKI applications are not included in the TSM, they could also be compromised and provide fake authentication responses. However, the security-critical keys that are used to decrypt the document, and the plaintext of the document, are never released outside the TSM. Hence, even if an impostor is incorrectly allowed access to the protected data, the data never leaves the TSM and the data’s confidentiality policy will not be violated.

4.3.5 Group Encryption and Trust Groups

According to the description in Section 4.3.1, each TSM must request the policy package from the domain manager. Since an SP device only stores a symmetric Device Root Key (DRK), which is known only by the SP device and the domain manager, the policy package is encrypted using a pair-wise symmetric communication key that is derived from the DRK, between any TSM and the domain manager, as shown in Figure 4.5. This means that the first time each protected data is accessed by any TSM on any machine, the domain manager needs to re-encrypt the policy package for that TSM, and therefore the domain manager may become the bottleneck if the
communication channel is down. To address this issue, an alternative implementation for the policy-protected data uses group encryption [56] for distributing the protected policy package to the authorized recipients.

Group encryption is the dual of the well-known group signature scheme [19, 27, 28]. In a group signature scheme, a member of a group can anonymously sign a message on behalf of the group, without revealing his/her identity. In a group encryption scheme, the sender can encrypt a piece of data and later convince a verifier that it can be decrypted by the members of a group without revealing the identity of the recipient. The authority in both cases is the only entity that can reveal the identity of the signer in the group signature scheme or the recipient of the group encryption scheme. In a group encryption scheme, a group has one group encryption key and multiple group decryption keys associated with it. The group encryption key is public and is used to encrypt messages, while the group decryption keys are private.

In order for an originator to securely distribute the policy package to the authorized recipients using group encryption, he/she first defines a group which at least consists of all authorized recipients. Then instead of encrypting the policy package with the domain manager’s public key, the TSM on the data owner’s machine encrypts the policy package using the group encryption key and sends the policy package directly to the authorized recipients who are in the same group and the TSMs on those recipients’ machines can decrypt the policy package using their group decryption keys.

In SP [37], a trusted authority installs all TSMs and knows the DRKs of all the SP devices. The domain manager serves as this trusted authority and could also be the authority in the group encryption scheme\textsuperscript{2}. Under the group encryption scheme, the domain manager that initializes and installs the TSMs creates a group that includes all SP devices, and assigns each SP hardware a unique group decryption key, while publishing the group encryption key for that group, such that in the secure storage of each SP device a pair of group encryption and decryption keys is stored and tied to the particular SP hardware. Therefore the data owner can be assured that the policy package can only be decrypted by SP-enabled devices in the same group. For simplicity, we assume that all SP-enabled devices are in the same group, although different groups of SP-enabled devices can be established.

4.4 Trust-partitioning an application

In this section, we take a concrete example of an editor application to see how we can partition an application into a trusted TSM part and an untrusted part. We chose \textit{vi} [14], one of the most common text editors in the Unix operating system as our proof-of-concept application. Our methodology can also be applied to other applications. A simplified view of the \textit{vi} program is shown in Figure 4.6, where the program takes the input files into its internal buffers, manipulates the data within the buffer through the commands from the user, and writes the data of the buffer to the output file.

\textsuperscript{2}Note that the authority that governs the SP-enabled devices and the trust groups need not be the same as the certificate authority in the PKI systems for user authentication.
Figure 4.6: A simplified view of the *vi* program. *vi* reads in the input file and puts the content in the temporary buffer to manipulate it according to the commands from the user. *vi* commits to the output file from the buffer.

Figure 4.7: Partitioning an editor application into untrusted (white) and trusted (gray) parts. The TSM gets its own buffer to work with temporary decrypted data, and it can access both the secure storage where the policies are stored and normal storage where the protected (encrypted) content is stored.

As mentioned before, we dedicate a special TSM buffer for use only by the TSM to store and manipulate any temporary plaintext data it uses. All the data in the TSM buffer are tagged as secure data in the processor’s on-chip caches. When secure data cache lines are evicted from on-chip caches out to the main memory, the SP hardware will ensure that they are encrypted and hashed, by a key that is derived from the DRK. The TSM buffer is used by the TSM to hold temporary decrypted lines of the protected content. In other words, the protected content remains encrypted inside all internal buffers of temporary files used by the editor, only decrypted by the TSM in the TSM buffer when the TSM is active. Figure 4.7 shows the interaction between the editor application (the trusted TSM and untrusted parts), the temporary buffers (SP-protected and unprotected), and the persistent storage (secure and normal).

To partition an application, we need to identify the entry points in and out of the TSM. We first categorize the commands available in *vi*. Figure 4.8 shows the flow chart we used to categorize the commands of *vi* into 5 groups. In this categorization process, we wish to identify whether or not a command is related to the opening/closing and
Figure 4.8: Categorization of functions within an application for TSM protection.
Table 4.1: The groups of vi commands after categorization. The commands in **bold** are modified vi commands and the commands in *italics* are new commands. Commands in normal font are not changed.

<table>
<thead>
<tr>
<th>Group I</th>
<th>Group II</th>
<th>Group III</th>
<th>Group IV</th>
<th>Group V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Read input</td>
<td>Manipulate buffer</td>
<td>Commit output</td>
<td>End session</td>
<td>Others</td>
</tr>
<tr>
<td><code>ex</code></td>
<td><code>print</code></td>
<td><code>write</code></td>
<td><code>quit</code></td>
<td><code>abbreviate</code></td>
</tr>
<tr>
<td><code>tsm_ex</code></td>
<td><code>read</code></td>
<td><code>tsm_write</code></td>
<td></td>
<td><code>args</code></td>
</tr>
<tr>
<td><code>tsm_print</code></td>
<td></td>
<td></td>
<td></td>
<td><code>cd</code></td>
</tr>
<tr>
<td><code>tsm_read</code></td>
<td></td>
<td></td>
<td></td>
<td><code>delete</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><code>:</code></td>
<td><code>tsm_create</code></td>
</tr>
</tbody>
</table>

reading/writing of a file, and whether or not a command is manipulating the data stored in vi’s buffer. These commands need to be identified since the TSM must be invoked to access the protected data when these commands are issued on a protected file. We modify the original command when a command changes the state of the TSM-protected data, e.g., the “quit” command terminates the current editing session and the TSM needs to be invoked to erase the plaintext in the TSM buffer. For commands that manipulate the editor buffer, we introduce new TSM commands that perform the same operation on the protected data in the TSM buffer, since the original command does not have access to the data in the TSM buffer. These are for the commands “print” and “read”. Likewise, we introduce new commands that read a protected file (“ex”) and commit the protected data back to the permanent storage (“write”). All other commands that are not relevant to the above (Groups I-IV) or commands that are not allowed to be performed on protected data, e.g., delete a string, are not modified (Group V). One special case is the `tsm_create` command which turns existing documents into a protected document. This command is introduced to facilitate the data owner for creating protected documents.

Table 4.1 shows the commands in each group. In particular, we are interested in the commands that are relevant to our protected data, e.g., displaying the content of a file or appending new data to the original file, etc. The commands in **bold** (i.e., `ex` and `quit`) are modified vi commands and the commands in *italics* are new commands. These commands are the entry points to the TSM and are the only commands that can legitimately manipulate the plaintext within the TSM buffer. They start by bringing the processor into CEM and finish by exiting CEM, hence each of these commands is protected by the SP hardware to ensure they perform the desired functions. All other commands of vi remain unchanged. There are a total of 70 commands in the original vi, with 2 modified, 5 new ones added and the remaining 68 unmodified. The new and modified commands are described in more detail in Table 4.2.
Table 4.2: New and modified vi commands.

<table>
<thead>
<tr>
<th>Command</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>tsm_ex filename</code></td>
<td>Open a protected document.</td>
</tr>
<tr>
<td><code>tsm_print line_number</code></td>
<td>Display the contents of a protected document.</td>
</tr>
<tr>
<td><code>tsm_read filename</code></td>
<td>Append the contents of filename to current protected document.</td>
</tr>
<tr>
<td><code>tsm_write</code></td>
<td>Automatically re-encrypt the protected document (with any appended data) and update the length and the hash stored in the policy package.</td>
</tr>
<tr>
<td><code>tsm_create filename</code></td>
<td>Turn an existing document into a protected document.</td>
</tr>
<tr>
<td><code>quit &amp; ex</code></td>
<td>End the current editing session. Erase the plaintext in TSM buffer, if any.</td>
</tr>
</tbody>
</table>

The above partitioning steps, although applied to vi specifically, can also be applied to other applications, with the goal of identifying the entry points of the TSM. We propose the following methodology for trust-partitioning an existing application:

1. Identify the security-critical information that needs to be protected.
2. Identify whether the information is transient data or persistent data. Transient data refers to the data that only exists during execution, such as a temporary buffer or program states, whereas persistent data are data stored in persistent storage, such as the disk.
3. Identify the input and output paths leading to and leaving from the protected information. These are the code paths that take certain input values and end up accessing the security-critical information, and the code paths that access the information and produce output values that are related to the information.
4. Relocate the protected information to the TSM buffer for transient data or the secure storage for persistent data. To relocate the information, one needs to modify or replicate existing code into TSM code to enter CEM and access the transient information through secure load/store instructions. For security-critical persistent data, they need to be turned into a protected data, e.g., using the `tsm_create` command, and be accessed through the TSM.
5. Modify the input and output paths using the new TSM functionalities. Since the security-critical part of the application has been turned into a TSM, the rest of the application needs to be modified to call the TSM at appropriate points within the application.

4.5 Security Analysis

We analyze the security of our proposed solution according to three main security concerns: confidentiality, integrity and availability.
4.5.1 Confidentiality

In the ORCON policy, the data owner is most concerned with the confidentiality of the sensitive content in the protected document – only the authorized recipients can have access to the decrypted content.

We first consider the case where the adversary is outside the trust group, e.g., the adversary does not have a legitimate device enabled with our architecture. The adversary can try to attack the system by intercepting the communication (1) when the data owner is sending the encrypted document over to the recipients, or (2) when the data owner’s device is sending the policy package to the recipients’ devices. The adversary does not gain any information in the first case since the document sent over the communication is encrypted, and we assume the use of strong cryptography. Similarly, the communication channel intercepted in the second attack is also encrypted, using the group encryption key, which is known only by a legitimate device within the same group.

The attacker can also steal one of the recipients’ devices and try to impersonate the authorized recipient. In this attack, in order for the adversary to successfully authenticate himself as the authorized recipient, he must know, or have access to, the private key of the authorized recipient.

In the extreme case where the adversary is in the authorized recipient list – an insider attack – the adversary can access the contents of the document but has no way of digitally copying the contents to another file, since the plaintext document is only present in the TSM buffer during Concealed Execution Mode (CEM) and there is no command that allows direct memory copy of the plaintext from the TSM buffer to unprotected memory.

Although covert channels and side-channels are not included in the threat model in this thesis (Chapter 3), we briefly discuss it with regard to information leakage. We consider how side-channel and covert-channel would affect the security of our solution and how such issues should be mitigated in the implementation. First of all, the encryption algorithm employed in all encrypted data, including all of the input/output paths from/to the TSM (disk, keyboard, display, network, etc.) must have semantic security [48]. For example, the length of the ciphertext should be made unrelated to the length of the plaintext, e.g., by always padding zeroes to a fixed length, to prevent the attackers from knowing the size of the protected data. Furthermore, the encryption should employ chaining of the plaintext to prevent dictionary attacks on the ciphertext. Chaining of the plaintext blocks makes each ciphertext block depend on all previous plaintext blocks. Otherwise, identical plaintext blocks are encrypted into identical ciphertext blocks and attackers are able to learn the data patterns.

Even with semantic security measures, the ciphertext can still offer both side and covert channels that leak information, including timing and addressing channels. For example, even if the keyboard data is encrypted, the timing information can leak both the identity of the user, and likely the plaintext sequences. The addressing information can lead to traffic flow analysis for the network and the disk. In general,

---

\[3\] A system is said to be semantically secure if an adversary who knows the encryption algorithm and the ciphertext is unable to determine any information about the plaintext.
timing information can be blinded by fixed timing, albeit with performance penalty. However, the addressing information, e.g., Internet IP addresses, is difficult to block and out-of-scope for this thesis. Several layers of security measures would need to be employed on top of our solution to fully mitigate these side and covert channel attacks.

4.5.2 Integrity and Availability

The integrity of the protected document and the corresponding policy is enforced by the hash that ties together all the pertinent information of a policy-protected document (See Figure 4.3). The hash is stored in the secure storage, which is itself encrypted and integrity protected by the TSM using the keys accessible only to the TSM. The root of trust of the integrity of the secure storage is stored on the processor chip (SRH). Therefore, there is an integrity trust-chain from the protected content and policy package to the SRH, which does not depend on the potentially compromised OS.

This thesis does not directly address denial-of-service attacks, therefore if the adversary modifies or completely deletes the document, or the policy package in the secure storage, any access to the protected information is lost. Although it is easy to achieve such denial-of-service attacks, they are not considered detrimental since no security-critical information is leaked by these attacks. In fact, these attacks show the fail-safe nature of the access control implementation. Nevertheless, our architecture does provide intrinsic support for availability, in terms of the resiliency of the TSM to unrelated attacks to other software entities within the system. Since the trust chain consists only of the SP hardware and the TSM, attacks on the untrusted part of the application and/or the operating system do not prevent the TSM from enforcing its data protection functions.

4.6 Summary

In this chapter, we showed how to build applications to express and enforce an originator-controlled (ORCON) distributed information sharing policy for data, which is difficult to achieve with traditional MAC or DAC mechanisms. We leveraged the existing SP architecture to provide the runtime execution protection of the security-critical part of an application, i.e., the Trusted Software Module (TSM), and we design the generic TSM structure that can be extended to support different policies. We also demonstrated a proof-of-concept implementation using the vi application, having only to change a small fraction of its code base for the TSM. We also developed a methodology for trust-partitioning an existing application, which is useful generally for separating out the security-critical parts of an application.

The policy enforcement module in the TSM can implement any desired data confidentiality policy within a domain, so only one TSM for an application is needed to access any protected data object within a domain. Nevertheless, the approach taken
in this chapter of protecting data by trusting a piece of application software, the TSM, that is protected by the hardware, has certain limitations:

1. The trust-partitioning methodology can only be applied *one application at a time*. In other words, every application that the authorized recipient would like to use to access the protected data would need to be partitioned before it can be used to access the data.

2. Although in our *vi* example, only around 10% of the total commands are either converted or introduced into the TSM, in practice, the more functionality one would like to operate on the protected data, the larger the portion of the application that would have to be included in the TSM, as shown by the “application-specific functions” block in Figure 4.9. For example, a modified *search* command would have to be provided by the TSM if the data owner allows the recipients to search within the protected document.

In order to address these limitations, this thesis explores solutions that are application-independent, which lead us to the next chapter on Policy-Protected Data without Trusted Application Software.
Chapter 5

Policy-Protected Data *without* Trusted Application Software

In the previous chapter, we explored the potential of providing data-centric protection with a trusted application software component. However, the inconvenience of having to partition every piece of application into trusted and untrusted parts, and the possibility of bloating the size of the trusted application software may hinder the adoption of such a method. In this chapter, we investigate a technique to protect data confidentiality in the absence of a piece of trusted application software. We propose DataSafe [30], a hardware-software architecture that provides data-centric protections independent of the applications that are accessing the data. Specifically, we make the following contributions:

- A new software-hardware architecture, DataSafe, to realize the concept of Self-Protecting Data. This architecture allows unvetted application programs to use sensitive data while enforcing the data’s associated confidentiality policy. In particular, DataSafe prevents secondary dissemination by authorized recipients of sensitive data, protects data derived from sensitive data, and protects sensitive data at-rest, in-transit and during-execution.

- DataSafe architecture is the first to bridge the semantic gap between high-level policies and low-level hardware enforcements by automatically translating high-level policies expressed in software into hardware tags at runtime, without requiring modification of the application program.

- DataSafe provides efficient, fine-grained runtime hardware enforcement of confidentiality policies, performing derivative data tracking and nonbypassable output control for sensitive data, using enhanced dynamic information flow tracking mechanisms.

This chapter contains content from [30] as well as additional material.

5.1 Overview

This chapter proposes a new software-hardware architecture called DataSafe for protecting the confidentiality of data when processed by unvetted applications, e.g.,
programs of unknown provenance. It is based on the following key insights. First, the data owner (not the application writer) is the one most motivated to protect the data, and hence will be motivated to make some changes. Hence, in our proposed solution, the data owner must identify the data to be protected and must specify the data protection policy. The application program is unchanged and continues to deal with data only, and is unaware of any policies associated with the data. This gives the added advantage of our solution working with legacy code. The behavior of the application program must be monitored, to track the protected data as the application executes, and to ensure that the data’s protection policy is enforced at all times. Table 5.1 summarizes the various types of secondary dissemination supported by DataSafe.

Second, we observe that while an authorized user is allowed to access the data in the context of the application and the current machine (or virtual machine), data confidentiality (beyond this session) is protected as long as any output from the current machine is controlled according to the data’s protection policy. Output includes the display, printing, storing to a disk, sending email or sending to the network. Furthermore, any data derived from sensitive data must also be protected. Hence, our DataSafe solution proposes continuous tracking and propagation of tags to identify sensitive data and enforce nonbypassable output control.

DataSafe architecture realizes the concept of self-protecting data, data that is protected by its own associated policy, no matter which program, trusted or untrusted, uses that data, unlike in the previous chapter where the protected data has to be accessed through a Trusted Software Module. The data must be protected throughout its lifetime, including when it is at-rest (i.e., in storage), in-transit, and during execution. The data protection must apply across machines in a distributed computing environment, when used with legacy applications or new unvetted programs, across applications and across the user and operating system transitions. A self-protecting data architecture must ensure that: (1) only authorized users and programs get access to this data (which we call primary authorization), (2) authorized users are not allowed to send this data to unauthorized recipients (which we call secondary dissemination by authorized recipients), (3) data derived from sensitive data is also controlled by the data’s confidentiality policy, and (4) confidentiality policies are enforced throughout the lifetime of the data.

Table 5.1: The problem space of secondary dissemination.

<table>
<thead>
<tr>
<th></th>
<th>Inadvertent</th>
<th>Malicious</th>
</tr>
</thead>
<tbody>
<tr>
<td>User</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Benign applications</td>
<td>✓</td>
<td>Not applicable</td>
</tr>
<tr>
<td>Malware</td>
<td>✓</td>
<td>✓ partial</td>
</tr>
</tbody>
</table>

Explicit Implicit
We assume that the first problem of primary authorization can be solved by well-known access control and cryptographic techniques, and will not discuss this further in this chapter. Rather, this chapter tackles problems (2), (3) and (4). Problem (2), the secondary dissemination by authorized recipients, is especially difficult and dangerous, since an authorized recipient of protected information (passing the primary authorization checks) can essentially do anything he/she wants with it in commodity systems today.

Secondary dissemination of protected information can be by an authorized user or by an application, and can be either malicious or inadvertent. A malicious user example could be a confidentiality breach by an insider, such as a nurse in a hospital trying to sell the personal information of some celebrity admitted to the hospital whose medical records he or she is authorized to access. An example of inadvertent secondary dissemination of confidential data could be a doctor trying to send his/her family a vacation plan as an attachment, but accidentally attaching some patient’s psychiatry record instead. When programs are the culprits rather than users, a malicious, privacy-stealing malware, installed on an authorized user’s machine through social-engineering, could send out sensitive information, or a benign application may contain bugs that could be exploited to leak sensitive information. In DataSafe, we enforce nonbypassable output control to prevent such breaches by authorized users.

Data derived from sensitive data must also be tracked and protected. An unvetted application program can be designed to leak sensitive information. It could transform or obfuscate the sensitive data. For example, a credit card number could be transformed and obfuscated into several paragraphs of text, before being output from the application, so that no sequence of numbers resembling a credit card number can be identified. This requires somehow tracking the information flows from protected data to other variables, registers or memory locations, across applications and system calls, and across combinations of data such as in mashups. In DataSafe, we argue that such continuous tracking of sensitive data, through any number of transformations, requires some form of dynamic information flow tracking.

For confidentiality policies to be enforced throughout the lifetime of the protected data, DataSafe uses encrypted packages to transmit data between DataSafe and non-DataSafe machines in a distributed environment, as illustrated by Figure 5.1. A data owner wants the sensitive data to be accessed and used by authorized users according to the data’s associated security policy. However, authorized users or applications can maliciously or inadvertently compromise the confidentiality of the protected data by distributing (or leaking) the plaintext of the sensitive data to unauthorized users. DataSafe addresses this problem by: (1) controlling the use of data and preventing leakage on a DataSafe machine while data is used by authorized users (Case A), (2) ensuring secure data transfer to both DataSafe and non-DataSafe machines, and in particular that no protected data is ever sent in plaintext outside the machine (Case B), (3) enabling only authorized users to use protected data on DataSafe machines (Case C, D), and (4) preventing any user from accessing protected data (in plaintext) on a non-DataSafe machine (Case E, F). This last case is restrictive, in terms of availability, but provides fail-safe confidentiality protection within the current ecosystem.
Figure 5.1: DataSafe architecture protects data confidentiality across machines (new and legacy) and users (authorized and not authorized).

(With built-in processor security, the idea is that eventually, all future ubiquitous computers will include DataSafe features.)

Figure 5.2 illustrates the key ideas on how DataSafe enables self-protecting data. To protect data-at-rest and data-in-transit, DataSafe uses strong encryption to protect the data, while ensuring that only legitimate users get access to the decryption key. For data-during-execution, DataSafe creates a Secure Data Compartment (SDC) where untrusted applications can access the data, as they normally would. When data (e.g., a protected file) is first accessed by an application, DataSafe software (Policy/Domain Handler) does a primary authorization check, before translating the data’s high-level policy to concise hardware “activity-restricting” tags. The DataSafe hypervisor then creates Secure Data Compartments (SDC), within which sensitive data is decrypted for active use by the application. Each word of the protected data in the SDC is tagged with a hardware activity-restricting tag. From then on, DataSafe hardware automatically tracks the data that initially comes from SDCs, propagating the hardware tags on every processor instruction and memory access. By restricting output activities based on the hardware tags, DataSafe prevents illegitimate secondary dissemination of protected data by authorized recipients, even when the data has been transformed or obfuscated. The hardware tag propagation and output control is done without the knowledge of the applications software, and applies across applications and across application and operating system transitions. We prototype our software-hardware architecture and show that it indeed prevents confidentiality breaches, enforcing the data’s confidentiality policy, without requiring any modifications to the third-party applications.
Figure 5.2: Software-hardware monitoring of Protected Data (PD) in DataSafe architecture. Unprotected Data (UD) is unchanged. Since the hardware tags of the Protected Data are tracked and propagated at the physical memory level by the hardware, this allows seamless tracking across applications and across application-OS boundaries, as illustrated by the top row of boxes. (Gray indicates DataSafe additions).

5.2 DataSafe Architecture

We first describe the overall operation of enforcing data confidentiality and next describe how the DataSafe software components achieve the automatic translation of high-level security policies without having to modify the third-party applications. Lastly we show how the DataSafe hardware components achieve continuous runtime data tracking with output control.

5.2.1 Overview

DataSafe architecture consists of software and hardware components, as shown in Figure 5.3. The DataSafe software has the following responsibilities: (1) to translate protected data’s high-level security policy into hardware enforceable tags, (2) to create a secure data compartment (SDC) by associating the tags with the plaintext data in the memory, and (3) to achieve application independence by enabling third party applications to use the data without having to modify them.

The key challenge in the tag generation process is that the hardware tags must accurately reflect the permissions and prohibitions required by the data’s security policy. Tags for a given policy are not fixed, but rather they change depending on the context within which the policy is interpreted. In DataSafe software, a policy/domain handler is responsible for translating policies to tags, and the hypervisor is responsible for associating hardware tags with data to create an SDC.
Figure 5.3: The software and hardware components of DataSafe. The gray parts are new and trusted DataSafe components, while the striped file access library is modified but untrusted. All other software entities including the unmodified third-party applications and the operating system are assumed to be untrusted.

Both the hypervisor and the policy/domain handlers are assumed to be trusted code. The hypervisor maintains its own secure storage (protected by hardware) to store keys and other data structures. The hypervisor is protected by the most-privileged level in the processor and directly protected by the hardware (e.g., as in Bastion [25]). The policy/domain handler is run in a trusted virtual machine protected by the trusted hypervisor. Alternatively, for a simple, fixed policy/domain handler, it can be incorporated as part of the trusted hypervisor, to reduce the total number of software entities to be protected. We describe the protection of the trusted hypervisor in Section 5.2.4.

DataSafe Operation

DataSafe operates in four stages – Data Initialization, Setup, Use, Cleanup and Writeback, as explained below.

**Data Initialization.** During the Data Initialization stage, represented by Step 0 in Figure 5.3, a DataSafe package containing the (encrypted) data to be protected, along with its associated policy, is brought into a DataSafe enabled machine. The details of creation and unpacking of DataSafe packages are explained in Section 5.2.8.
Setup. In the Setup stage, a secure data compartment (SDC) is dynamically created for the data file. An SDC consists of hardware enforceable tags defined over a memory region that contains decrypted data. Hardware tags are generated from the policy associated with the data. Once an SDC is created for a file, users can subsequently use the data file via potentially untrusted applications, while the hardware ensures that the data is used in accordance with the associated policy.

The Setup stage takes place during Steps 1-6, as shown in Figure 5.3. In Step 1, a user starts a new session by providing his/her credentials, and is authenticated by the policy/domain handler. The user authentication information and other system and environment properties constitute the context that is collected by the policy/domain handler. During the session, the user requests file interaction using a third-party application, as shown in Step 2. The third-party application’s request is forwarded to the file management module in Step 3 by the modified file access library of the runtime. In step 4, the file management module requests the policy/domain handler to provide the hardware tags to be set for the file. The policy/domain handler validates the policy associated with the data file taking into consideration the current context (i.e., the user/session properties, data properties and system/environment properties), and generates appropriate hardware tags for the data file.

In Step 5, the file management module requests the hypervisor to create an SDC for the data file with the corresponding hardware tags. In Step 6, the hypervisor decrypts the data file, and creates an SDC for the data file associating the appropriate tags with each word in the SDC. In Step 7, the file handle of the SDC is returned back to the policy/domain handler and the execution is returned back to the application.

Use. In the Use stage, the DataSafe hardware tags each word of the protected data in each SDC and persistently tracks and propagates these tags, as shown by Step 8. Once an SDC is set up for a data file, in accordance with the session properties, any third-party application can operate on the protected data as it would on any regular machine. The DataSafe hardware will ensure that only those actions that are in conformance with the data-specific policy are allowed.

Cleanup and Writeback. After the application finishes processing the data, the DataSafe hypervisor re-packages the protected data and the policy if the data was modified or appended to, re-encrypts the protected data, removes the associated tags within the SDC, then deletes the SDC.

5.2.2 Runtime Translation of Expressive Software Policy to Hardware Tags

The two DataSafe software components, the policy/domain handlers and the hypervisor, take a high-level policy specified in a policy model, translate the policy into the hardware enforceable tags and create an SDC for the protected data, as shown in Figure 5.4.

DataSafe employs a two step process for the hardware tag generation: (1) a security policy is interpreted to determine what high-level actions are permitted (policy interpreter), and (2) depending on the high-level actions permitted, the appropriate
hardware tags are chosen (tag generator). DataSafe is designed to be generic, supporting multiple policy languages and policies such as Bell-LaPadula (BLP), Biba, etc (see Page 49 for their definitions). However, we will not go into the details of the various policy models and their implementations in this thesis.

A policy is expressed and interpreted in terms of a context, which typically includes information about user properties, data properties and system properties necessary to interpret the policy appropriately, in a given domain. For example, a BLP policy will require the user’s security clearance and the data’s security classification, whereas a Role-Based Access Control (RBAC) policy will require the user’s role. The context information is collected and stored in the form of $\{\text{variable}, \text{value}\}$ pair. The policy and the context information are then fed to the policy interpreter, which determines what high-level actions are permitted by the policy, on the data, under the current context values. If no high-level action is permitted, then access is denied at this point. If this set is non-empty, it means that the user has authorized access to the data, but is expected to use the data only in the manner defined by the permitted action set. The permitted action set is then used to calculate the hardware tags, and to generate the SDC for the data.

**Policy Model.** Our policy model consists of a set of restricted actions $\{ra_1, ra_2, ra_3, ..., ra_n\}$, where each restricted action includes an action associated with a constraint, represented by $ra_i = \{\text{action}_i, \text{constraint}_i\}$. The action, is a high-level action such as “read”, “play”, “view”, etc. The constraint, is a predicate defined in terms of context variables. A context is defined by a set of variables $\{v_1, v_2, ..., v_n\}$, that represents user, data and system properties. A given constraint evaluates to either true or false based on the values of the context variables. For a given restricted action, $ra_i = \{\text{action}_i, \text{constraint}_i\}$, if $\text{constraint}_i$ evaluates to true, then $\text{action}_i$ is permitted, otherwise it is not permitted. Algorithm 1 describes the algorithm for calculating the set of restricted actions for a set of DataSafe-protected
Algorithm 1: Calculate the restricted actions for a protected data element.

**Input:** $P$: Set of protected data; $RA$: Set of restricted actions

**Output:** $ra[p]$: Set of restricted actions for each protected data $p \in P$

```
foreach \( p \in P \) do
  Set the context \( v \) with \( p \);
  foreach action \( \in RA \) do
    Query the policy: Is action allowed under context \( v \)?;
    if no then
      \( ra[p] \leftarrow ra[p] \cup \text{action} \);
    end
  end
end
```

Data. The context variables can be an arbitrary set of values required by a specific policy. For example, the name of the caller function, the current date and time or the current user name could be used as context variables. These context values can be retrieved from the policy/domain handler itself, from the operating system through system calls or from the hypervisor through hypercalls.

**Permitted Policy-Level Actions to Hardware tags.** For every policy, the semantics of its high-level actions, described within the policy, have a specific interpretation in terms of hardware-level actions. Based on this interpretation, every high-level action maps to a set of hardware tags. At present, the DataSafe prototype supports six hardware tag values, as shown in Column 4 of Table 5.2, but the architecture can support more tag values. Hardware restriction tags are expressed in the form of a bit vector, where each bit, when set to 1, corresponds to a type of restriction. The hardware tags are restrictive, which means that if a particular tag bit is set, that particular hardware-level action is prohibited. For example, if the tag bit 0x01 is set for an SDC, the DataSafe Hardware will prevent any application and the OS from copying that SDC’s data to the display output. On the other hand, if the policy permits the action “view”, then tag 0x01 should not be set. Hence, for a given policy interpretation, the set of tags corresponding to the permitted actions are not set, and the rest of the tags are. The tag generation process is independent of whether a policy is attached to a particular datum, or it applies system wide to all data items. Hence, DataSafe can support both mandatory and discretionary access control policies.

DataSafe hardware tags are divided into three categories: (1) Access, (2) Transient Output, and (3) Persistent Output tags. Tags in the Access category, which include write (or edit), append and read, prevent in-line modification, appending or reading of an SDC, respectively. The tags in the Transient Output category refer to the output devices where the lifetime of the data ends after the data is consumed by the device, e.g., the display or the speaker. The Persistent Output category deals with the output devices where data remain live after being copied to those devices, e.g., network or disk drives. If an application or a user, after gaining authorized access to protected
Table 5.2: The correspondence between policy-prohibited activities and the hardware tags that restrict that activity.

<table>
<thead>
<tr>
<th>Actions</th>
<th>Category</th>
<th>Restriction</th>
<th>Tag</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edit</td>
<td>Access</td>
<td>No write to SDC</td>
<td>0x08</td>
</tr>
<tr>
<td>Append</td>
<td>Access</td>
<td>No append to SDC</td>
<td>0x10</td>
</tr>
<tr>
<td>Read</td>
<td>Access</td>
<td>No read from SDC</td>
<td>0x20</td>
</tr>
<tr>
<td>View</td>
<td>Transient output</td>
<td>No copy to display</td>
<td>0x01</td>
</tr>
<tr>
<td>SendPlaintext</td>
<td>Persistent output</td>
<td>No copy to network</td>
<td>0x02</td>
</tr>
<tr>
<td>SavePlaintext</td>
<td>Persistent output</td>
<td>No copy to disk</td>
<td>0x04</td>
</tr>
</tbody>
</table>

**Algorithm 2:** Calculate the tag combination for a given set of restricted actions.

**Input:** $ra[p]$: Set of restricted actions for protected data $p$; $T$: Set of tags; $F$: mapping of restricted actions to tag values

**Output:** $t_{ra[p]}$: Tag combination representing the set of restricted actions $ra[p]$ for protected data $p$

1. $T_{include} = \emptyset$
2. $\text{foreach } action \in ra[p] \text{ do}$
   - $T_{include} \leftarrow T_{include} \cup F(action)$
3. $t_{ra[p]} \leftarrow 0x0$
4. $\text{foreach } tags \in T_{include} \text{ do}$
   - $t_{ra[p]} \leftarrow t_{ra[p]} + t$
5. $\text{end}$

Plaintext data, saves the data in plaintext form on a disk drive, or sends the plaintext over the network, the data’s confidentiality is permanently lost. Most policies don’t explicitly mention the requirement to prevent such activities, but rather assume that the authorized user is trusted not to illegally leak the data out. In order to enforce this critical and implicit assumption, in DataSafe systems, these two tags, No copy to network and No copy to disk, are always set for all confidentiality-protected data for all policies, except for policies that have explicit declassification rules. Algorithm 2 shows the algorithm to calculate the set of hardware tag values for a set of restricted actions for DataSafe-protected data. The DataSafe prototype uses a mapping function $F$ as described by Table 5.2 to map the restricted actions to the hardware tag values.

**Policy Examples**

To get a concrete idea of how the policy translation works, we consider two examples: (1) a simple data-protection policy for protecting encryption keys such as AES keys or private keys such as RSA keys (e.g., against the memory search attacks to find keys, as described in Section 1.1), and (2) a Bell-LaPadula (BLP) policy defined over a multi-level security (MLS) environment.
Table 5.3: A simple key-protection policy.

<table>
<thead>
<tr>
<th>Context Variables:</th>
</tr>
</thead>
<tbody>
<tr>
<td>caller ∈ {libcrypto, all others}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Action to Tags Map:</th>
</tr>
</thead>
<tbody>
<tr>
<td>read ⇒ {No read from SDC}</td>
</tr>
<tr>
<td>write ⇒ {No write to SDC, No append to SDC}</td>
</tr>
<tr>
<td>leak data ⇒ {No copy to display, No copy to disk, No copy to network}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Key-Protection Policy:</th>
</tr>
</thead>
<tbody>
<tr>
<td>ra₁ := {action := read, constraint := (caller == libcrypto)},</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Use Case:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actions permitted: {read}</td>
</tr>
<tr>
<td>Actions prohibited: {write, leak data}</td>
</tr>
<tr>
<td>Tags set: {No write to SDC, No append to SDC, No copy to display, No copy to disk, No copy to network}</td>
</tr>
</tbody>
</table>

For a key-protection system, it is desirable that the keys can be used but never seen, either by explicitly displaying the key value, by saving the plaintext key value on the disk or by sending the plaintext key value out on the network to another machine. Therefore, a simple key-protection policy may state: “An authorized user can only use a key value for encryption/decryption purposes and that the plaintext key value is not allowed to be displayed on the screen, saved on the disk, sent to the network or changed to another value.” The representation of this policy in our standard policy model is shown in Table 5.3. For the DataSafe system to recognize that the request is indeed from an encryption/decryption process, we install a trusted cryptographic library (libcrypto in the example in Table 5.3) in the system. When the library is invoked by an application to perform encryption/decryption, it notifies the domain/policy handler that the application is requesting to access the key for encryption/decryption purposes. The domain/policy handler can then query the policy based on the restricted actions and verify the satisfaction of the constraint, before granting access to the key. Note that an application now has to call the trusted crypto library for the key access and will not be able to use the protected key if the application performs its own cryptographic operations. Table 5.3 also shows an example use case where only the read action is permitted to use a protected encryption key.

As a second example, we describe how the Bell-LaPadula (BLP) policy can be implemented for a Multi-Level Security (MLS) system. In a MLS system, each user has a Security Clearance and each data item has a Security Classification. Both properties range over the ordered set {Top Secret > Secret > Confidential > Unclassified}. The BLP policy states: “A user at a security clearance x can only read data items with security classification y such that y ≤ x (no read up), and can write only to data items
Table 5.4: The Bell-LaPadula (BLP) policy expressed in DataSafe.

<table>
<thead>
<tr>
<th>Context Variables:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$sec_clear \in {\text{Top Secret, Secret, Confidential, Unclassified}}$</td>
</tr>
<tr>
<td>$sec_class \in {\text{Top Secret, Secret, Confidential, Unclassified}}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Action to Tags Map:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$read \Rightarrow {\text{No copy to display, No read from SDC}}$</td>
</tr>
<tr>
<td>$write \Rightarrow {\text{No write to SDC, No append to SDC}}$</td>
</tr>
<tr>
<td>$\text{leak data (implicit)} \Rightarrow {\text{No copy to disk, No copy to network}}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>BLP Policy:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ra_1 := {\text{action := read, constraint := sec_class} \leq \text{sec_clear}}$</td>
</tr>
<tr>
<td>$ra_2 = {\text{action := write, constraint := sec_class} \geq \text{sec_clear}}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Use Case 1: $sec_clear := \text{Secret, sec_class := Confidential}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actions permitted: ${\text{read}}$</td>
</tr>
<tr>
<td>Actions prohibited: ${\text{write, leak data}}$</td>
</tr>
<tr>
<td>Tags set: ${\text{No write to SDC, No append to SDC, No copy to disk, No copy to network}}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Use Case 2: $sec_clear := \text{Secret, sec_class := Top Secret}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actions permitted: ${\text{write}}$</td>
</tr>
<tr>
<td>Actions prohibited: ${\text{read, leak data}}$</td>
</tr>
<tr>
<td>Tags set: ${\text{No read from SDC, No copy to display, No copy to disk, No copy to network}}$</td>
</tr>
</tbody>
</table>

with security classification $z$ such that $z \geq x$ (no write down). The representation of this policy in our standard policy model is shown in Table 5.4.

The context variables $sec\_clear$ represents Security Clearance and $sec\_class$ represents Security Classification. BLP has $read$ and $write$ as high-level actions, while $\text{leak data}$ is an implicit action. Each action corresponds to the hardware tags as shown. The BLP policy is the set of restricted actions $\{ra_1, ra_2\}$, where the constraints are expressed over context variables $sec\_clear$ and $sec\_class$.

In Use Case 1 of Table 5.4, action $read$ is permitted according to the BLP policy (no read up), since the subject’s security clearance (Secret) is higher than the object’s security classification (Confidential) and hence the $read$ tag is not set, while $write$ and $\text{data leakage}$ tags are set, to prevent the object from being modified and leaked out of the system.

In Use Case 2, the subject is allowed to write to the object (no write down) but not allowed to read, and hence the $write$ tag is not set, while $read$ and $\text{data leakage}$ tags are set to prevent the object from being read and leaked out of the system.

---

A Biba policy states the dual of BLP as follows: “A user at a security clearance $x$ can only read data items with security classification $y$ such that $y \geq x$ (no read down), and can write only to data items with security classification $z$ such that $z \leq x$ (no write up)”. 

---

1A Biba policy states the dual of BLP as follows: “A user at a security clearance $x$ can only read data items with security classification $y$ such that $y \geq x$ (no read down), and can write only to data items with security classification $z$ such that $z \leq x$ (no write up)”. 
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Table 5.5: Example entries of the active SDC sdc_list software structure.

<table>
<thead>
<tr>
<th>ID</th>
<th>Virtual address</th>
<th>Size</th>
<th>Tag</th>
</tr>
</thead>
<tbody>
<tr>
<td>id1</td>
<td>vaddr1</td>
<td>size1</td>
<td>0x08</td>
</tr>
<tr>
<td>id2</td>
<td>vaddr2</td>
<td>size2</td>
<td>0x1C</td>
</tr>
</tbody>
</table>

5.2.3 Unmodified Applications

In DataSafe, the confidentiality-protection policy is defined for the data and packaged with the data (see Section 5.2.8), not defined by a particular application or its programmer. In other words, the data’s policy is enforced no matter which application is accessing the data; therefore, applications are agnostic of DataSafe’s operation and do not have to be modified to work with DataSafe. Only the file access library in the runtime or the interpreter has to be modified to redirect file calls of the application to the file management module of the DataSafe Software. Furthermore, DataSafe-protected data are protected with the SDCs, where the SDCs are defined at the hardware level, the layer below any software entity.

This is one of the key design features of DataSafe – defining the SDC over the physical machine memory, instead of the virtual memory. This enables us to achieve application independence and cross boundary data protection. Applications access their data through virtual memory. Once an SDC is created in the physical memory, an application can access the data within the SDC by mapping its virtual memory to the SDC in the physical memory. This data can be passed among multiple applications and OS components.

Once the hardware restriction tags are determined for a given data file, DataSafe associates those tags with the memory region allocated to the file, without having to change how the application accesses the protected data. Such an association is achieved by a secure data compartment (SDC). The DataSafe hypervisor is responsible for the creation, maintenance and deletion of SDCs, and maintains a software SDC list as shown in Table 5.5. An SDC is a logical construct defined over a memory region that needs to be protected, independent of the application. Every SDC has a start memory address, a size, and a tag combination specifying its activity-restricting rules with which the data within the SDC are protected.

For applications to access the DataSafe-protected data in an SDC, we modify the application file access library to redirect the access requests from the applications to the policy/domain handler(s), as shown previously in Figure 5.3. The modified file access library does not have to be trusted. In case the access request is not redirected by a malicious library for protected data, only encrypted data will be available to the application, which is a data availability issue instead of a confidentiality breach. We describe our modified file access library in more detail in Section 5.3.1.

SDCs can be defined at different granularities. DataSafe can define different types of SDCs over different parts of the data object. For example, different sections of a document, different tables in a database, or different parts of a medical record
need different types of confidentiality protection. Correspondingly, the policy for the protected file must specify the offset of the different parts with their respective policies, such that the policy/domain handler can request the hypervisor for different SDCs for the different parts of a file.

5.2.4 Protecting the Hypervisor and Its Storage

In addition to assuming that the hypervisor is launched with boot-time integrity protection, the trusted hypervisor is also supplied with persistent secure storage, enabled by four registers inside the processor in Figure 5.5. This persistent secure storage is an encrypted and hashed area of non-volatile storage where the hypervisor can keep software “registers” and other security-critical information such as the public-private key pairs and certificates for the domain(s) it belongs to. These four registers, modeled after Bastion’s hypervisor protection [25], ensure that no other software, including a malicious hypervisor, can access a given hypervisor’s persistent secure storage.

The hv_id (hypervisor identity) register contains the hash of the hypervisor calculated at bootup time, and identifies the loaded hypervisor. The hv_id register is only written by the processor when invoked through dynamic secure bringup instructions, such as the secure_launch in the Bastion architecture [25], Intel SENTER instruction or the AMD SKINIT instruction used to bring up TrustVisor [66].

The hypervisor’s persistent secure storage is cryptographically secured by three non-volatile registers: its confidentiality is protected by encryption with a key stored in the pss_key register, and its integrity by a hash tree with the root secured in the pss_hash (persistent secure storage hash) register. The identity of the hypervisor that created this persistent secure storage is kept in the pss_owner (persistent secure storage owner) register. This hypervisor storage is persistent in that it survives power on-off cycles.

Upon a subsequent bootup of a potentially malicious hypervisor, the identity of this hypervisor is calculated and stored in the hv_id register. In order to access any previously stored hypervisor storage, this new hv_id value must be equal to that in the pss_owner register. This ensures that the pss_key and pss_hash registers are only unlocked by the hardware when the loaded hypervisor is the rightful owner of the persistent secure storage. The hypervisor can then verify the integrity of the secure storage by verifying pss_hash and then use pss_key to decrypt its secure storage.

For protecting the dynamic execution of the trusted hypervisor, several existing memory integrity protection techniques exist [24, 42, 46, 79] and they can be applied together with DataSafe to ensure a secure runtime environment for the trusted hypervisor. Furthermore, the trusted hypervisor can be employed to protect the policy/domain handler, similar to a Bastion-protected software module [23, 25]. Note that the policy/domain handler is not application-specific like the Trusted Software Module presented in Chapter 4, where the policy is only enforced for a particular application accessing protected data, but rather the policy/domain handler enforces the policy regardless of which application is accessing DataSafe-protected data.
5.2.5 Continuous Runtime Data Tracking

In order to provide continuous runtime protection for the protected data within an SDC while the application is executing, we use hardware mechanisms to track each word of the protected data throughout the execution of the untrusted application. DataSafe extends each 64-bit data word storage location with a $k$-bit SDC ID and a $j$-bit tag. The shadow memory shown in Figure 5.5 is a portion of the main memory set aside for storing the tags. It is a part of the hypervisor secure storage, which the DataSafe hardware protects and only allows the hypervisor to access. The hardware tag is set by the hypervisor when an SDC is requested to be set up by the policy handler. Note that only the hypervisor has read/write access to the shadow memory for adding and deleting the tags for the SDCs.

To track and monitor where the protected data resides in the system, we propagate the tags along with the data from within the SDC as it goes outside the SDC to other parts of memory. First, the hardware tag bits are propagated from the shadow memory to the last level on-chip cache, when a cache line is brought from the main memory due to a cache miss. The same tag bits are copied throughout the cache hierarchy, i.e., up to the level-1 data cache. The general purpose registers in the processor are also extended with the ability to propagate the tag bits. On memory load instructions, the tag bits are copied from the level-1 data cache to the destination register.

Each instruction executed in the processor performs tag propagation operations along with its arithmetic or other operations. This way the hardware restriction tags can track sensitive data even if the data has been transformed or encoded by the application. We use the principles of existing information flow tracking techniques [33], where the source tag bits are propagated to the destination register as long as the source register has a nonzero tag bit. In the case where both of the source registers have nonzero tag bits, we take the union of the two tag bits to give the destination register a more stringent policy\(^2\). For load instructions, the union of the tag of the source address register and the tag of the source memory data is propagated to the

\(^2\)Special cases such as zeroing a register (e.g., "xor %eax, %eax" on x86) are treated differently. For example, the destination tag is cleared in this example.
tag of the destination register. For store instructions, the union of the tag of the source data register and the tag of the source address register is propagated to the tag of the destination memory address. Thus, the tag propagations for load and store instructions account for the index tag for table lookups. For integer arithmetic and multiply and divide instructions, the tag is a combination of the tag of the first source register, the tag of the second source register, the tag of the condition code register\(^3\) and the tag of other registers if necessary, e.g., the \(y\) register\(^4\) for the SPARC architecture. The tag of the condition code register is also updated if the instruction has these side-effects. The detailed descriptions for each instruction type and the propagation rules used by DataSafe are given later in Chapter 6 in Table 6.1.

If both of the source registers are tagged with the same SDC ID, the destination register is also tagged with this SDC ID. If they are not from the same SDC, we assign a reserved ID tag of \(2^k - 1\). Since the resultant data does not belong to either of the two source SDCs, the SDC IDs are not combined; rather a special tag is substituted to indicate that this is an intermediate result. These intermediate results are cleared up with zeroes by the hypervisor when there is no active SDC in the system, e.g., when the user logs out of a session. For the tags of the data within an SDC, the hypervisor clears those tags when the SDC is deleted; whereas for the tagged data that propagates outside of SDC regions, the hypervisor zeroes those data locations in the background after the particular SDC is deleted.

The tag propagation rules described above handle explicit information flow from the data within an SDC, where the destination operands receive direct information from the source operands. There are also cases where the destination operand receives information from the source operand(s) through a third medium, e.g., the integer condition code or branch instructions. This kind of information flow is implicit but can be exploited to leak information. A vanilla dynamic information flow tracking system without considering such information flow would lead to false-negatives since information could be leaked without being tagged. However, a naive approach that tags any instruction that is dependent on the branch condition’s tag may lead to an impractically large amount of false-positives [16, 55]. Such implicit information flows are discussed in more detail in Chapter 6.

### 5.2.6 Hardware Output Control

DataSafe hardware checks to see whether copying the data to another memory location or output device is allowed, or whether writing to memory locations within the SDC is allowed, according to the hardware tags. In particular, hardware checks if a memory location to be written to is a memory-mapped output device, and enforces output control according to the tag of the word being written.

We introduce a new hardware structure inside the processor: the output memory map, \(\text{mem\_map}\). The \(\text{mem\_map}\) is only accessible to the trusted hypervisor. It stores

---

\(^3\)To avoid being overly conservative, one could implement one tag for each bit in the condition code register, e.g., one tag for the zero flag and another tag for the overflow flag.

\(^4\)The \(y\) register is used for storing the upper 32-bit result in multiplication and the remainder in division in SPARC architectures.
Table 5.6: Example entries of the output memory map mem_map hardware structure.

<table>
<thead>
<tr>
<th>Start addr</th>
<th>End addr</th>
<th>Mask</th>
</tr>
</thead>
<tbody>
<tr>
<td>addr1</td>
<td>addr2</td>
<td>(display) 0x01</td>
</tr>
<tr>
<td>addr3</td>
<td>addr4</td>
<td>(network) 0x02</td>
</tr>
<tr>
<td>addr5</td>
<td>addr6</td>
<td>(disk) 0x04</td>
</tr>
</tbody>
</table>

memory-mapped I/O regions and I/O ports to enable the hardware to know if a memory store instruction is attempting to perform output. It is checked on the destination address of memory store instructions, or any other instructions that write to an output device (e.g., in and out instructions in x86 architecture), to see if there is a violation of the output policy specified in the tag associated with the data to be written.

Table 5.6 shows example entries in the mem_map hardware structure. The device mask is a bit mask which indicates its functionality e.g., display, speaker, USB storage, NIC, etc. Two devices having the same functionality would have the same mask value. In our DataSafe prototype, the mask is designed to match the activity-restricting bits in the hardware tags (Table 5.2). Therefore, the hardware output control unit performs an xor of the tag value from the data with the mask read out from the mem_map. A non-zero result indicates an output violation, whereas a zero result indicates that the value is allowed to be sent to the output device.

5.2.7 System Issues

DataSafe’s tag propagation is performed by the hardware logic on the physical memory; therefore the propagation mechanism is not changed when the protected data is passed between applications, OS components or device drivers.

Direct Memory Access (DMA) data transfers do not need to include the hardware activity-restricting tags, which are runtime tags only and are not stored in persistent storage or transmitted on a network. DataSafe treats DMA regions as output device regions and performs output control to prevent protected data (based on their hardware tags) from being written to these DMA regions. The DataSafe hypervisor also prevents SDCs from being created over allocated DMA regions (and vice versa) so that data in SDCs cannot be over-written by DMA input transfers.

The technique of checking load and store instructions for input/output violations and policy enforcement is suitable for memory-mapped I/O architecture, which is the only mechanism for the SPARC chip family since it treats accesses to the I/O space the same as it treats accesses to the memory space [72]. In other words, the communication with the I/O device registers is accomplished through memory; therefore, checking load/store instructions is enough for the SPARC architecture.

Unlike SPARC architectures, the x86 family permits direct data transfer to and from I/O ports in addition to the main memory [52]. The x86 platform uses a set of I/O instructions to access the I/O address space, in particular the family of in
A → B : m, Cert_A
B → DM : {K_FE}_DM
DM → B : {K_FE}_HV_B

Figure 5.6: Encrypted DataSafe package for storage and for transmission between machines: the originator (A), the receiver (B) and the domain manager (DM), with respective DataSafe hypervisors on A and B denoted as HV_A and HV_B. [x]_{HV} denotes a private key signature or decryption operation by HV, while {x} denotes a public-key verification or encryption operation. Cert_A denotes the public key certificate of A that is signed by the domain manager.

and out instructions. The x86 platform can also use memory-mapped I/O where the access is handled with the processor’s general-purpose move and string instructions. Our hardware enforcement of output control for Secure Data Compartments can be achieved by including the checking on the I/O instructions. Alternatively, the output checking can be performed at the processor boundary by incorporating the output control unit in the memory controller.

5.2.8 Encrypted Data Package and Key Management

A piece of data can be turned into a piece of DataSafe-protected data on any computing device within a domain that is enabled with DataSafe support. The data owner specifies the confidentiality policy for the data. We describe one implementation of key management for a domain, e.g., a hospital; many other implementations are possible. The format of a piece of DataSafe-protected data is shown in Figure 5.6. To create DataSafe-protected data that binds the owner-specified policy to the data, the hypervisor first generates a new symmetric key K_FE, called the file encryption key, and uses K_FE to encrypt the data. Each protected data file has its own random file encryption key. K_FE is then encrypted by the domain manager’s public encryption key, K_DM. A domain manager is the administrator or authority that manages the computing devices within a domain and it could be installed on any DataSafe machine. The trusted DataSafe hypervisor then calculates a cryptographic hash over the encrypted K_FE, the encrypted data and the owner-specified policy and signs the hash using its private signing key, HV_Pri, as the Originator Signature.

Transfer. Once a DataSafe self-protecting data package is created, it can be moved to any DataSafe enabled computing device within the domain for use. In a non DataSafe-enabled machine, only encrypted data can be accessed.

Unpacking. When an authorized recipient receives a piece of DataSafe-protected data and accesses it with an application, the policy/domain handler validates the
data and the policy, and retrieves the file encryption key $K_{FE}$. Validation of the data and the policy is done by verifying that the originator signature was signed by a trusted hypervisor within the domain. A hash is re-calculated and compared with the decrypted hash in the signature, to ensure that the data, the policy and the encrypted file encryption key have not been tampered with.

Since the file encryption key $K_{FE}$ is encrypted with the domain manager’s public encryption key, the policy/domain handler follows a secure protocol to retrieve the file encryption key. The domain manager ensures that the requesting hypervisor is not on the revocation list; otherwise the request is denied.

In DataSafe, public-key crypto is used for system identification and non-repudiation to protect smaller-size items such as the $K_{FE}$, and efficient symmetric-key crypto is used for protecting the larger data content. Since the $K_{FE}$ is encrypted, it is stored on the user’s machine in the normal unsecured storage, whereas the hypervisor’s private signing key, $HV_{Sign}$, and the domain manager’s secret decryption key are stored in their respective DataSafe machine’s hypervisor secure storage (see Figure 5.3 and Section 5.2.4 for descriptions of the hypervisor secure storage). Note that since the $K_{FE}$ is encrypted using the domain manager’s public encryption key, no key exchange between different DataSafe systems is required. Only individual communication between each DataSafe machine and the domain manager is needed (Figure 5.6).

To prevent the domain manager from becoming a bottleneck or a single point of failure, multiple or backup key management servers can be installed on other DataSafe machines to provide enhanced data availability.

**Redistribution and Declassification.** An authorized user can access the DataSafe protected material in plaintext, and also pass on the original DataSafe encrypted package (signed by the originator) to another machine. If he transforms the protected data and wants to pass this modified data to another machine, he has to re-package it (as described for packaging above) and sign with his own trusted hypervisor’s private key.

Some data items may get declassified to be used on non-DataSafe devices. Declassification is done by the Domain/Policy Handler while the data is not in use (not loaded into memory in SDCs) by any application, and thus precludes the need to un-tag the data. This allows for authorized declassification by trusted software components – by decrypting the data, and dissociating any policy associated with it. Once declassified, such data can be treated as data that can be used on any device.

## 5.3 Implementation

### 5.3.1 DataSafe Software

**Policy Handler**

The policy/domain handler is primarily responsible for hardware tag generation from the high-level policy. It is also responsible for setting up the context, which includes maintaining the values for user properties, data properties, and system/environment...
Listing 5.1: The structure of a sample policy in XML.

```xml
<?xml version="1.0" encoding="utf-8"?>
<permissions>
  <activity num="1" activity="view">
    <entity-restrictions type="Subject">
      <restriction property="Role" function="==">PrimaryPhysician</restriction>
    </entity-restrictions>
    <entity-restrictions type="Environment">
      <restriction property="Location" function="==">Hospital</restriction>
      <restriction property="Network" function="==">Medical</restriction>
      <restriction property="Date" function="Between">01/31/2011, 12/31/2011</restriction>
    </entity-restrictions>
    <entity-restrictions type="Resource">
      <restriction property="Part" function="include">Immunizations, Medications</restriction>
    </entity-restrictions>
  </activity>
  <activity num="1" activity="view">
    <entity-restrictions type="Subject">
      <restriction property="Role" function="==">Pharmacist</restriction>
    </entity-restrictions>
    <entity-restrictions type="Environment">
      <restriction property="Location" function="==">Store</restriction>
    </entity-restrictions>
    <entity-restrictions type="Resource">
      <restriction property="Part" function="include">Medications</restriction>
    </entity-restrictions>
  </activity>
</permissions>
```

properties. Since both these responsibilities are specific to a particular information domain, we have a separate policy/domain handler for each domain. At present, we have implemented a policy/domain handler for Multi-level Security systems that supports a simple key protection policy, BLP confidentiality and Biba integrity policies and one for medical information systems. In all policy/domain handlers, policies are represented in the standard policy model using the XML format.

Listing 5.1 shows an example medical policy expressed in the XML format. This example policy states the following: the primary physician can view the immunization and medications records in the hospital using the medical network between 1/31/2011
Table 5.7: The policy/domain handler API.

<table>
<thead>
<tr>
<th>API Call</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>open_file</td>
<td>Open an existing DataSafe protected file.</td>
</tr>
<tr>
<td>close_file</td>
<td>Close an open DataSafe protected file.</td>
</tr>
<tr>
<td>read_file</td>
<td>Read from an open DataSafe protected file.</td>
</tr>
<tr>
<td>write_file</td>
<td>Write to an open DataSafe protected file.</td>
</tr>
</tbody>
</table>

and 12/31/2011. The pharmacist can view the medications record in the pharmacy store.

New policies can be specified in XML and interpreted directly by the policy interpreter. Each policy/domain handler maintains a separate database for storing user and data properties. All policy handlers share a common policy interpreter, which is possible since all policies are represented in a standard form.

File Management Module

For the prototype implementation, DataSafe software has a separate file management module that provides a file management API for accessing DataSafe-protected files and provides file handling functions, as shown in Table 5.7. This set of APIs represents the minimal set of functions that need to be redirected to DataSafe software. Other file access functions with different access granularities, such as the `getline()` function that reads a line from the file in Ruby or the `fgetc()` function that reads a character from a file in C, would also have to be included in the API to provide seamless protected-data access for an unmodified application. We list the total file access APIs that need to be included in the redirection for the C and ruby languages in Appendix A. Note again that accessing a DataSafe-protected data through an unsupported API function would simply return the encrypted data and no confidentiality policy would be violated. The file management module loads the encrypted file into the memory, and forwards the file access request to the policy/domain handler, which translates the policy associated with the file into hardware tags, and requests the hypervisor to set up SDCs for the file. Currently, the file management module supports file handling functions for Ruby and C-based applications. We first describe the Ruby implementation and then the C implementation.

We have modified the Ruby Interpreter to redirect file handling calls to the file management module. This file management module provides a file handle to the Ruby Interpreter, which it subsequently uses for file operations. If an application attempts to obtain untagged data by bypassing the redirection of file calls, it only ends up getting encrypted content. We show the file access redirection flow in Figure 5.7. When an application requests to access a file, the modified Ruby interpreter will first determine if the file is a DataSafe-protected file. If not, then the normal file `open()`
A corresponding file management module for the C language is also implemented in DataSafe. However, unlike the Ruby language where the interpreter has to be modified to perform the file access redirection, we design a new dynamically loaded “shim” that interposes between the C application and the C library (libc) to perform the file access redirection, without having to deal with the intricate interdependencies of the C library. Figure 5.8 shows the high-level block diagram of our C shim implementation. Our C shim basically is a dynamically loaded library that is loaded before any other library (e.g., libc) is loaded, such that DataSafe intercepts the four basic libc functions for accessing a file – fopen, fread, fwrite and fclose. Similar to the flow of redirection in the modified Ruby interpreter (Figure 5.7), the C shim checks if the requested file is a DataSafe-protected file and redirects the access request to the policy/domain handler for policy evaluation and SDC creation, if the access is granted.
Hypervisor

The hypervisor is responsible for the instantiations of SDCs, the management of domain-specific secret keys and the provision of environment properties for context generation. To manage the SDCs, the hypervisor keeps a software structure, called the active SDC list, \texttt{sdc\_list}, which stores a list of active SDCs for all policy handlers.

Table 5.8 shows the new hypercalls introduced to support the SDCs: \texttt{sdc\_add}, \texttt{sdc\_del} and \texttt{sdc\_extend}. Hypercalls for context generations and others are omitted.

The \texttt{sdc\_add} hypercall is called when the policy/domain handler requests a new SDC. The \texttt{sdc\_del} is called later to delete an SDC. The \texttt{sdc\_extend} is used when the high-level policy allows for appending to the protected data, where the size of a SDC is adjusted to include appended data. When the hypervisor receives the \texttt{sdc\_add} hypercall with a virtual address and size of the requested SDC, the hypervisor walks the guest page table and the shadow page table to determine the corresponding physical page(s) that consist of the SDC. Multiple SDC entries are created with the same SDC ID if the virtual address range spans across physical memory ranges that are not contiguous.

5.3.2 DataSafe Prototype

Our prototype implementation builds upon the open source processor and cache hardware and the hypervisor in the OpenSPARC platform. The current prototype is implemented in the Legion simulator of the OpenSPARC platform. This simulates an industrial-grade OpenSPARC T1 Niagara processor with 256 MB of memory, running the UltraSPARC Hypervisor with Ubuntu 7.10. We utilize the load\_from/store\_to alternate address space (\texttt{ldxa} and \texttt{stxa}) instructions in the SPARC architecture to
access our new hardware structure, \texttt{mem\_map}, at the same time limiting the access to only hyperprivileged software.

The open source hypervisor in the OpenSPARC platform is modified and extended with the functionality to support secure data compartments (SDCs). Our new hypercall routines are implemented in SPARC assembly and the SDC-specific functions are implemented using the C language. The policy/domain handler is implemented in the Ruby language and the policies are expressed in XML format.

### 5.4 Analysis

This section evaluates the security, performance and cost of the DataSafe architecture.

#### 5.4.1 Security Tests

We tested our prototype with several experiments.

**Application Independence**

We tested DataSafe’s capability to support \textit{unmodified} third party applications, using three applications, Ruco, Grepper and HikiDoc, downloaded from RubyForge [11]. All three are Ruby-based applications. Ruco is a lightweight text editor, Grepper provides the same functions as the “grep” command-line utility for searching plaintext data sets for lines matching a regular expression, and HikiDoc reads text files and converts them to HTML documents. We were able to run all the three applications on DataSafe, \textit{unmodified}. Table 5.9 summarized our security testing results.

The experiments with the Ruco editor include basic read/display and write control. In addition we modified Ruco to test illegal saving of plaintext on the disk, either with or without data transformation. A similar set of experiments were carried out with the Grepper application. In addition, with Grepper we tested fine-grained tracking by creating SDCs with different tags and sizes over different parts of a file – DataSafe could successfully track the data and enforce fine-grained output control of sensitive data.

### Table 5.8: The new hypercalls exported by the DataSafe hypervisor.

<table>
<thead>
<tr>
<th>Semantic</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>\texttt{sdc_add(addr, size)}</td>
<td>Adds a new SDC protecting policy-encoded data starting at virtual address \texttt{addr} with size \texttt{size}</td>
</tr>
<tr>
<td>\texttt{sdc_del(sdcid)}</td>
<td>Deletes an existing SDC with ID = \texttt{sdcid}</td>
</tr>
<tr>
<td>\texttt{sdc_extend(sdcid, size)}</td>
<td>Extends an existing SDC with ID = \texttt{sdcid}, with contents of size \texttt{size}</td>
</tr>
</tbody>
</table>
Table 5.9: A summary of experimental results for the security testing of DataSafe.

<table>
<thead>
<tr>
<th>#</th>
<th>Test Case</th>
<th>Attacks</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Application Independence</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Editor (Ruco)</td>
<td>read, write, output ctrl., transformation</td>
<td>✓</td>
</tr>
<tr>
<td>2</td>
<td>Search (Grepper)</td>
<td>read, write, output ctrl., transformation, fine-grained control</td>
<td>✓</td>
</tr>
<tr>
<td>3</td>
<td>Text Transformation (HikiDoc)</td>
<td>password leak (allow read but no display)</td>
<td>✓</td>
</tr>
</tbody>
</table>

With HikiDoc we tested a scenario for authorized read but prohibited display. In this scenario, simulating "password leak" attacks, the HikiDoc application takes two files as input: 1) text file (to be converted to HTML), and 2) a file containing passwords for user authentication. The program is supposed to read the password file for authentication, but not leak the password out. We inserted a malicious piece of code in the application which transforms the password into a code, and then distributes the code at predefined locations in the HTML file. The attacker can then retrieve the code parts from the HTML file, assemble the code, and reverse the transformations to get the original password. DataSafe could track the transformed pieces of a password and prevent their display.

In all these applications, the data read from the file is passed through different Ruby libraries, the Ruby Interpreter, and the operating system, before being displayed. In addition, the data is processed in different formats before being output in a presentable form. Tests on these applications show that DataSafe is application independent, can continuously track protected data after multiple transformations and can do this across multiple applications in the user space, and across the user-OS divide.

Continuous Data Tracking and Output Control

Apart from testing policy support and application independence, the experiments above also test the capability of DataSafe to enforce SDCs and hardware activity restricting tags. This includes the capability to track protected data in a fine grained manner across applications and OS, and to enforce output control only on that data which is tagged with such a restriction. The insight we derived from the above tests is that a more comprehensive, yet quick, coverage can perhaps be achieved by just a small set of synthetic test cases which represent different classes of attacks that can leak protected data, as shown in Table 5.10. In each test case, programs were run on the DataSafe machine (DS column), and on an existing non-DataSafe machine (nDS column). For each test case, the sensitive data files were protected by a policy to prohibit the test case scenario.
Table 5.10: Synthetic test suite for illegal secondary dissemination and transformation tested for DataSafe (DS) and non-DataSafe (nDS) machines. “F” represents a file, and “P” represents a program. “✓” means attack failed (good), and “✓” means attack succeeded (bad).

<table>
<thead>
<tr>
<th>#</th>
<th>Test Case</th>
<th>DS</th>
<th>nDS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Output Control</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>edit [F1, P1]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>2</td>
<td>append[F1, P1]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>3</td>
<td>read[F1, P1] ; save[F1, P1]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>4</td>
<td>read[F1, P1] ; send[F1, P1]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>5</td>
<td>read[F1, P1] ; display[F1, P1]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Transformations</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>read[F1, P1] ; transform[F1, P1] ; save[F1, P1]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>7</td>
<td>read[F1, P1] ; transform[F1, P1] ; send[F1, P1]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>8</td>
<td>read[F1, P1] ; transform[F1, P1] ; display[F1, P1]</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Cross-Program</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>read[F1, P1]</td>
<td>save[F2, P2]</td>
<td>✓</td>
</tr>
<tr>
<td>10</td>
<td>read[F1, P1]</td>
<td>send[F2, P2]</td>
<td>✓</td>
</tr>
<tr>
<td>11</td>
<td>read[F1, P1]</td>
<td>display[F2, P2]</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Transformations and Cross Program</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>read[F1, P1] ; transform[F1, P1]</td>
<td>save[F2, P2]</td>
<td>✓</td>
</tr>
<tr>
<td>13</td>
<td>read[F1, P1] ; transform[F1, P1]</td>
<td>send[F2, P2]</td>
<td>✓</td>
</tr>
<tr>
<td>14</td>
<td>read[F1, P1] ; transform[F1, P1]</td>
<td>display[F2, P2]</td>
<td>✓</td>
</tr>
<tr>
<td>15</td>
<td>Fine-grained Transformation and Tracking</td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

Test cases 1-5 of Table 5.10 test the access type and output control capabilities of DataSafe based on output port types. In these cases, SDCs were created to prevent edit, append, save, send over the network, and display. Test cases 6-8 represent data transformation attacks by a single program. In these cases, a test program reads and transforms the data multiple times, and then tries to send the data out on one of the output ports (i.e. disk, network and display). Test cases 9-11 represent cross program attacks, where data is read by Program 1 (P1) and passed on to Program 2 (P2) which carries out the attack. Test cases 12-14 represent transformation and cross program combined attacks. In these test cases, data is read by Program 1(P1) and transformed multiple times, and then the transformed data is sent to Program 2 (P2), which carries out the attack. In test case 15, different parts of a file were protected by
Table 5.11: Performance costs of the C-shim DataSafe software operations vs. non-DataSafe (in cycles on the Legion simulator).

<table>
<thead>
<tr>
<th>Operation</th>
<th>non-DataSafe</th>
<th>DataSafe</th>
</tr>
</thead>
<tbody>
<tr>
<td>open</td>
<td>117,521.4</td>
<td>341,109.8</td>
</tr>
<tr>
<td>add_sdc</td>
<td>N/A</td>
<td>10,177</td>
</tr>
<tr>
<td>read</td>
<td>9,016,594</td>
<td>2,847,026</td>
</tr>
<tr>
<td>write</td>
<td>2,847,026</td>
<td>1,659,347</td>
</tr>
<tr>
<td>delete_sdc</td>
<td>N/A</td>
<td>3,976</td>
</tr>
<tr>
<td>close</td>
<td>22,076.4</td>
<td>278,525</td>
</tr>
</tbody>
</table>

SDCs with different protection tags. DataSafe was able to prevent different attacks targeting each of these protected segments. *In all the test cases, the attack succeeded in the existing machine (nDS), but DataSafe (DS) was successful in defeating the attack.*

### 5.4.2 Performance and Cost

Since DataSafe is a software-hardware architectural solution, its advantages come at the cost of changes in both hardware and software. These costs are in two distinct phases: 1) the Setup (and Termination), carried out by DataSafe software, incurs performance costs in the redirection of file calls and setting up of SDCs, and 2) the Operation phase, carried out by DataSafe hardware, incurs performance costs due to information flow tracking and output control. We analyze the cost of these changes separately, and then discuss the end-to-end cost of running third party applications.

#### Software Performance

Table 5.11 shows the costs incurred for file operations `open`, `add_sdc`, `read`, `write`, `delete_sdc` and `close`, for the C-shim version of file redirection. The overhead of `open` is due to file access redirection and the setting up of memory mapped regions which does not take place in non-DataSafe machines. The cost of adding and deleting SDCs on DataSafe is small compared to the other operations. These performance costs are the same for any file size.

In contrast, we actually achieve better performance during the Operation phase for `read` and `write` operations in DataSafe because of the use of memory mapped file operations. These performance gains are directly proportional to the file size (shown for reading or writing a 2.5MB file in Table 5.11). Hence, as the file size increases, the performance costs of `open` and `close`\(^5\) get amortized leading to better results.

\(^5\)For `close`, DataSafe software needs to delete the SDC, remove the tags and tear down the memory-mapped file, resulting in a 10X performance cost for this single operation.
Table 5.12: Performance cost (in seconds) of running Hikidoc application on increasing file sizes.

<table>
<thead>
<tr>
<th>App</th>
<th>0.5 MB</th>
<th>2.5 MB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>non-DS</td>
<td>DS</td>
</tr>
<tr>
<td>Hikidoc</td>
<td>0.53</td>
<td>0.67 (26.42%)</td>
</tr>
</tbody>
</table>

This is verified by the total application execution times of different file sizes, shown in Table 5.12. As the file size increases, the relative performance cost of DataSafe decreases. For a reasonable file size of 2.5MB, the performance cost of DataSafe is only about 5%.

Hardware Performance

We now evaluate the hardware performance overhead during the Operation phase. The hardware tags can be added to the existing processor datapaths by extending the widths of the registers, buses and caches (as shown in Figure 5.5). Alternately, as shown in Figure 5.9, they can be a separate and parallel “tag datapath”. This clearly shows that the tag propagation logic is done in parallel with the instruction execution, hence the hardware tag propagation does not incur runtime overhead, as also found in [34]. Comparing the hardware parallel tag datapath to the parallel execution of the software DIFT system [70], which utilizes one main application thread and one helper tag thread to process the tags, and incurs around 1.5X runtime overhead when running on a multicore system, the hardware tag provides some performance advantages that
can be attributed to the following: (1) inter-core communication is needed for the software parallel DIFT system to communicate the appropriate flag values, and a hardware FIFO is added to [70] to speed up this communication bottleneck. On the other hand, the hardware parallel tag datapath is more tightly coupled, removing the need for this communication overhead. (2) The main application thread needs to be interrupted by the helper tag thread in the software parallel DIFT system, whereas the hardware tag datapath can produce the interrupts when violations occur, leading to a more precise interrupt and without the need for potential rollback of the system states.

Since all tag propagation operations can be done in parallel, the only source of hardware runtime overhead involves the output checking of memory store instructions. However, memory stores are not on the critical path, as opposed to memory loads, and normally stores are delayed waiting in the store buffer queue for an unused cache access cycle. Hence, the output checking can be performed while the memory store instruction sits in the store buffer.

Output control involves checking against the mem_map structure, similar to the operation of a victim buffer [54] or a small fully associative cache, with a different comparator design. The comparator for a victim buffer is testing for equality, whereas we test for inequality, as shown in Figure 5.10. Table 5.13 details our synthesis results to compare the cost and the access delay for the two types of comparator design, showing that they have comparable performance. This is expected since the logic designs for the two types of comparators share most of the logic gates for a magnitude comparator. A typical logic design for a 4-bit magnitude comparator [82] is shown in Figure 5.11. The comparator compares the relative magnitudes of two binary numbers, starting from the most significant bits. To achieve the inequality comparison of the start address (\( \geq \)) for the output control, the design in Figure 5.11 would need an extra OR gate for the bottom two output signals, \( A > B \) and \( A = B \) to
Table 5.13: Comparing the cost and critical path delay of an equality comparator and an inequality comparator. The actual cost for mem_map would require two inequality comparators. Look Up Table (LUT) is the resource used to implement logic on an FPGA.

<table>
<thead>
<tr>
<th></th>
<th>Total LUTs</th>
<th>MUX</th>
<th>Path delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equality comparator</td>
<td>14</td>
<td>14</td>
<td>5.707ns</td>
</tr>
<tr>
<td>Inequality comparator</td>
<td>40</td>
<td>20</td>
<td>5.588ns</td>
</tr>
</tbody>
</table>

Figure 5.11: A typical logic design for a 4-bit magnitude comparator (from [82]).

get \( A \geq B \). However, this extra OR gate can be avoided by using the (start address - 1) as the start address. The difference in timing between the equality and inequality comparator becomes a single stage delay for an OR gate, albeit in the expense of 8 extra gates. Overall, the net effect of performing output checking on store instructions is equivalent to adding a one cycle delay for store instructions waiting in the store buffer queue. Hence, the output checking has no discernible impact on the overall processor bandwidth (in Instructions executed Per Cycle, IPC).

Storage Overhead and Complexity

The software complexity of DataSafe amounts to a total of 50% increase in the hypervisor code base, about half of which was for a suite of encryption/decryption routines for both asymmetric and symmetric crypto and cryptographic hashing algo-
Table 5.14: The complexity of DataSafe’s software and hardware modules in terms of source lines of code (SLOC).

<table>
<thead>
<tr>
<th></th>
<th>Ruby</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Policy/Domain handler</td>
<td>1197</td>
<td>207</td>
</tr>
<tr>
<td><strong>Software</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Base hypervisor</td>
<td>37874</td>
<td>35066</td>
</tr>
<tr>
<td>DataSafe hypervisor</td>
<td>41657</td>
<td>51959</td>
</tr>
<tr>
<td>Crypto</td>
<td>0</td>
<td>16045</td>
</tr>
<tr>
<td><strong>Hardware</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Base OpenSPARC</td>
<td>1050</td>
<td>51395</td>
</tr>
<tr>
<td>DataSafe hardware</td>
<td>0</td>
<td>3317</td>
</tr>
</tbody>
</table>

Each `sdc_list` entry takes up about 26 bytes of memory space, considering a full 64-bit address space. The total storage overhead incurred by the `sdc_list` varies according to the number of entries in the `sdc_list`. In our prototype implementation 20 entries are typically used, amounting to around half a kilobyte of storage overhead.

For the DataSafe hardware, the main cost comes from the cache and memory overhead for storing the tags. For a 10-bit tag per 64-bit word used in our prototype, the storage overhead is 15.6% for the shadow memory, on-chip caches and the register file. Existing techniques for more efficient tag management [89] can be applied to reduce storage overhead. The tag storage includes 4 of the 6 new (grey) CPU components in Figure 5.9. Of the remaining 2 blocks, the Output Control block has already been described, and the Tag Operation block will be described in further detail in the next chapter.

5.5 Summary

We presented the DataSafe architecture for realizing the concept of self-protecting data. DataSafe enables owners of sensitive data to define a security policy for their encrypted data, then allow authorized users and third-party applications to decrypt and use this data, with the assurance that the data’s confidentiality policy will be enforced and plaintext data will be prevented from leaking out of these authorized use sessions. Data is protected even if transformed and obfuscated, across applications and user-system transitions. Data is also protected when at-rest or in-transit by encrypted, policy-attached, DataSafe packages.

DataSafe hardware uses our enhanced dynamic information flow tracking (DIFT) mechanisms to persistently track and propagate data in-use, and to perform nonby-
passable output control to prevent leaking of confidential data. Because this is done in hardware, performance overhead is minimal. However, unlike previous hardware DIFT solutions, DataSafe’s key novelty is in seamlessly supporting flexible security policies expressed in software, bridging the semantic gap between software flexibility and efficient hardware-enforced policies. DataSafe is also application independent, thus supporting both legacy and new but unvetted applications. This is often a practical necessity, since users have no means to modify third-party program executables. More importantly, DataSafe provides the separation of data protection from applications, which we feel is the right architectural abstraction.

Self-protecting data, with unmodified legacy applications, may seem an unreachable goal, but we hope to have shown that it may be possible if we are willing to consider new hardware enhancements with a small trusted software base. We hope that DataSafe provides the architectural foundation over which multi-domain, multi-policy, end-to-end self-protecting data solutions can be further researched for distributed systems.
Chapter 6

Practical Information Flow Tracking

From Chapter 5, we see the importance of tracking data after an untrusted application is granted access to the sensitive data. We go into the details of how this can be achieved in this chapter. We use a technique called Information Flow Tracking (IFT), where we first show the different ways information can flow within a system. We propose a taxonomy of various information flows that can occur while a program is executing and discuss the practical issues of a particular kind of IFT called Dynamic Information Flow Tracking (DIFT), on which we base our solutions. Then, we present the prior work using this technique. Finally, our two different approaches to address the issues of DIFT are described and we show experimental results that demonstrate the practicality of our proposed information flow tracking systems and how information flow tracking can help prevent information leakage and protect data confidentiality.

In summary, this chapter makes the following contributions:

• a taxonomy of information flow in computer systems,
• analyzing and proposing different hardware solutions for solving the implicit information flow problem, especially reducing false positives,
• practical hybrid solutions using binary code analysis to inform hardware DIFT schemes, providing strong security (no false-negatives) and usability (low false-positives) guarantees, and
• practical hardware-only solution that uses register save and restore mechanism to prevent unnecessary propagation of tags between application and the operating system space to reduce false positives.

6.1 Background of Information Flow Tracking

Digital information (or data\(^1\)) is an important asset, e.g., a person’s social security number or medical record. On the other hand, the information can also be used as an effective weapon. For example, malicious or malformed input can cause buffer overflow, which may potentially lead to a complete compromise of system security. Furthermore, information can be abused or misused to either carry information that

\(^1\)For the purpose of this chapter, we use information and data interchangeably.
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Figure 6.1: A high-level view of tracking information flow in computer programs. The goal is to be able to distinguish whether or not the program’s output is related to the input that we wish to track.

is not intended, i.e., covert channels, or to gather information indirectly, i.e., side channels. Although confidentiality and integrity can often be considered duals of each other, in this thesis, we focus on protecting the confidentiality of data. In other words, we treat information as an asset and want to prevent information leakage using IFT. In this section, we identify and categorize different possible information flows that could occur within a computer system. In particular, we focus on the aspect of information flow pertaining to the execution of the untrusted application.

Figure 6.1 summarizes the high-level view of tracking information flows during program execution. A program’s input can be divided into two parts – tracked input, i.e., the sensitive data we wish to track, and non-tracked input that is not related to the sensitive data, e.g., constants or environment variables. The goal of information flow tracking is to be able to identify which part of the program’s output is related to the tracked input, and which part is not, in order to determine if the program is leaking any sensitive information. A program’s execution consists of the execution of a chain of instructions. Therefore, in order to understand how information flows or propagates through the execution of a program, we look at how information flows within an instruction and across instructions.

Before we look at the details of each machine instruction, here are the basic rules or assumptions of IFT:

1. Each data storage location is extended with an associated data “tag”, e.g., memory, cache lines, registers or entries in a load-store queue.
2. The tag is considered as attached to the data and travels along with the data wherever the data is stored or processed.
3. The tag can be of arbitrary size, representing different meanings depending on the particular architecture.
4. For the purpose of this thesis, a non-zero tag value denotes the corresponding data to be sensitive and protected, whereas a zero tag value denotes non-sensitive data.

Information flows resulting from the execution of program instructions can be largely divided into two categories: (1) explicit information flows, and (2) implicit in-
formation flows. Explicit information flows refer to the cases where actual data values are propagated from the source to the destination. For example, a load instruction copies the data value from the memory (source) to the register (destination). Correspondingly, the tag of the same memory location should be copied to the tag of the destination register, to capture the information flow from the memory to the register. On the other hand, implicit information flows occur not by direct data copying, but through program side-effects. For example, if the time taken to execute an instruction is dependent on a tagged register value\(^2\), although there is no direct data movement between the tagged register and the time measurement, the time measurement does carry information related to the tagged register value. We consider these implicit information flows as side-channels or covert-channels. Figure 6.2 shows the taxonomy of information flows resulting from the execution of a program. Before we give examples for each of the items in Figure 6.2, we sketch out the skeleton for an ideal information flow tracking system as follows:

1. An ideal information flow tracking system should exhibit no false positives and no false negatives. In other words, an ideal system should be able to distinguish between data that is truly related to the source input and data that is not related.
2. An ideal information flow tracking system should be able to recognize special conditions that erase information, such as zeroing a register by xor with itself.
3. An ideal information flow tracking system should be able to track seemingly unrelated events, e.g., timing or power, and determine if those output channel contain information related to the source input.
4. An ideal information flow tracking system should be able to identify data that are truly conditionally dependent on the source input, and track the information flows correctly. For example, a data value that is modified when a certain condition happens should be tagged, whereas a variable that happens to be assigned the same value under all possible conditions should not be tagged.
5. An ideal information flow tracking system should be able to understand program semantics to determine whether or not information flows across table lookups. For example, character conversion using table lookups does carry information from the table lookup index, whereas information should not propagate from node to node in a linked-list traversal, if only one of the node is tagged.

### 6.1.1 Explicit Information Flow

- **Arithmetic**: an arithmetic operation such as add, sub or div usually takes two source variables, computes the result and puts the result into the destination variable. For example, an assignment \( a \leftarrow b + c \) means that the variable \( a \) gets information from both variables \( b \) and \( c \). Correspondingly, we denote the tag assignment to be \( \text{tag}(a) \leftarrow \text{join}(\text{tag}(b),\text{tag}(c)) \). The \( \text{join}() \) operation is definable according to how the tags are defined. For an IFT scheme with 1-bit

\(^2\)We consider a data “tagged” if its corresponding tag value is non-zero.
Figure 6.2: A taxonomy of information flows within a program.
tags, the \textit{join()} operation can be defined as a simple logical \texttt{or} of \texttt{tag(b)} and \texttt{tag(c)}.

- **Logical**: a logical operation such as \texttt{or}, \texttt{and} or \texttt{xor} behaves similarly to arithmetic instructions described above. Therefore, they use the same \textit{join()} operation for the tags. Special cases such as zeroing a register using \texttt{xor}s are treated differently, since no information flows from the source registers to the destination register in these cases.

- **Memory Loads & Stores**: \texttt{load} instructions copy data values from the main memory to the destination register, whereas \texttt{store} instructions copy data values from the source register to the main memory. Correspondingly, the tag of the source (memory or register) is copied to the tag of the destination as well. For a \texttt{load} example, \( a \leftarrow [\texttt{addr}] \), the tag assignment should be \( \texttt{tag(a)} \leftarrow \texttt{tag([addr])} \).

The above examples are cases where direct data flows are involved within an instruction. Next we give examples where information flows without having direct data flows.

### 6.1.2 Implicit Information Flow

- **Conditional Control Dependency**: modern general purpose computer architectures employ certain mechanisms to conditionally execute some code, which is often realized using a set of status or flag registers, e.g., the \texttt{FLAGS} register in x86 or the Condition Code Register (\texttt{CCR}) in SPARC. A typical set of flags include the zero flag, the carry flag, the sign flag and the overflow flag. An arithmetic or logical instruction can affect the value of these condition flags if certain condition is met. For example, the \texttt{if} statement in C can be implemented using an arithmetic instruction that sets the condition flag with a branch instruction that branch to certain locations in the code depending on the value of the condition flag. Therefore, it is possible for information to flow from the arithmetic instruction to the condition flag, and from the condition flag to the instructions executed after the branch instruction. In this thesis, we focus on this case of implicit information flow and will go into the details in Section 6.1.3.

- **Indirect Jump**: indirect jumps execute some code based on the jump target value stored in a register (or sometimes, in two registers). Therefore, information flows from the register that stores the target address to the instruction executed after the jump instruction. If the jump targets can be known or determined statically before the program’s execution, we can handle the indirect jumps in a similar fashion as conditional branches, since they both set the new program counter’s value depending on the value(s) of some register(s). However, if the jump targets cannot be determined statically, the entire memory space could potentially be the target for the indirect jump. Program-level information is needed to determine whether or not there is information flow across the indirect jump.

- **Memory Indexing**: memory indexing is related to the memory loads and stores described previously, regarding the \texttt{addr} component that is used to decide
which memory address to read from or write to for a load or store instruction, respectively. The fact that the addr component decides the memory address implies that some information is passed from the addr to the destination, whether the destination is a memory location or a register. Therefore, taking the memory indexing into account, we have a modified tag assignment for the previous load instruction example: \( \text{tag}(a) \leftarrow \text{join}(\text{tag}([\text{addr}]), \text{tag}(\text{Reg}_{\text{addr}})) \), where \( \text{Reg}_{\text{addr}} \) denotes the register that contains the value of \( \text{addr} \). For the previous store instruction example: \( \text{tag}([\text{addr}]) \leftarrow \text{join}(\text{tag}(a), \text{tag}(\text{Reg}_{\text{addr}})) \), where \( \text{Reg}_{\text{addr}} \) denotes the register that contains the value of \( \text{addr} \). To properly address the issue stemming from memory indexing, we need to analyze the intended operations of the source code. For instance, some keyboard character mapping routines use table lookups [99], and thus tag propagation should be performed in this case to avoid false-negatives for key-logging malware. However, in some cases a table lookup result would provide a sanitized value that does not need to be tagged. Since this chapter focuses on the case where only the application binary is readily accessible and no source code is available, we do not take into account the memory indexing issue in this chapter, assuming that no information flows from the index to the destination.

- **Timing**: we can gather information about a certain operation without direct data copying, just by measuring the amount of time taken for the operation. Consider the following example, adapted from [20]:

```c
const int x = 1;

send_value(adversary_site, x);
y = ...sensitive...

... // delay loop
... // time propotional to y

send_value(adversary_site, x);
```

In this example, the adversary can gain information about \( y \) by measuring the time difference between the two send_value operations, even though only a constant value \( x \) is sent to the adversary. Ideally, a correct IFT scheme should be able to catch this with a tag assignment of \( \text{tag}(x) \leftarrow \text{tag}(y) \).

- **Termination & Exception**: besides normal program execution, abnormal program execution can also be leveraged to gain information about the state of a program. Consider the following example, adapted from [94]:

```c
for (i = 0; i < MAX; i++) {
    if (i == secret) {
        throw_exception();
    }
    printf("x");
}
```
Assuming that the secret value is 5 and that MAX is larger than 5, then the execution of this particular example will output “xxxxx before the program terminates with the exception (throw_exception()). Although the printf statement is not dependent on the secret value and thus does not contain information related to the secret value, the occurrence of the exception changed this assumption by terminating the execution before the end of the program.

- **Other Covert- and Side-Channels**: besides the methods of gathering information without direct data copying as described, there are several other ways to gain information indirectly about certain operations in a computer systems. Our listing is not exhaustive and, as new technology evolves, new side-channels will be exploited to convey information implicitly. Examples of other side-channels include probabilistic [26], resource exhaustion\(^3\), and power [57] side-channels.

### 6.1.3 Information Flow Through Conditional Execution

Addressing implicit information flows stemming from memory indexing [86], timing or other side-channels, typically requires higher-level knowledge of the program semantics, thereby requiring access to the program's source code. In this chapter, we deal with third-party application binaries, focusing on the case of the condition flag in the implicit information flow, as it occurs most often in legitimate code, e.g., format conversion, and is prevalent in document editing programs [55]. Although it is one of the most common cases of implicit information flow, it is difficult to correctly track using IFT schemes.

The following code snippet shows a simple example of implicit information flow through the condition flag dependency of a program:

\[
x := y := 1 \\
\text{if } s <= 0 \text{ then } x := 0 \text{ else } y := 0
\]

There clearly is a flow of information from the variable \(s\) to \(x\); however, it is not the result of direct data copying, but the result of affecting the branch outcome by setting the condition flag through the comparison. For this particular example, an IFT scheme may have the tag assignment \(tag(x) \leftarrow tag(s)\) when \(s \leq 0\) and \(tag(y) \leftarrow tag(s)\) when \(s > 0\). However, if we look closely, we can conclude that both tag assignments for \(x\) and \(y\) should always be performed, no matter the value of \(s\), since observing the value of either \(x\) or \(y\) would reveal information about the assignment that did not occur, and we can use this information to reveal the signedness of \(s\). Before we describe our proposed solutions to address this kind of implicit information flow, we look at various prior IFT schemes to understand what is needed for a practical information flow tracking system.

\(^3\)A value of 0 or 1 could be interpreted by the availability of a specific resource which may be filled up (hard disk), overloaded (100% cpu), etc.


6.2 Prior Work

Information flow tracking can be achieved either statically before the program is run, dynamically when the program is running, or both. In addition, the tracking can be done at the software level or at the hardware level. The granularity of the tracking can also be varied depending on the application, e.g., at the lowest gate level or at a higher operating system objects level. We review different IFT systems, regardless of whether their original intent was to protect integrity or to protect confidentiality.

Static language-based software techniques [81] track information by type-checking programs that are written in languages that express information flow directly. Programmers can specify the legitimate information flows and policies in the program such that no illegal information flow would be allowed once the program is compiled. This static method can be formally verified to be secure and can address most of the implicit information flow and side-channels since the high-level semantics of the program can be checked. However, it requires access to the source code, requires re-writing or re-compiling the applications and makes the programmer responsible for specifying the information flow policy.

On the other hand, information flow tracking can be done dynamically, which is usually called dynamic information flow tracking (DIFT). Different tracking granularity can be applied when tracking information dynamically in the software. At a coarse-grained level, new operating system designs like HiStar [101] and Asbestos [39, 40, 96] proposed labeling of system objects to control information flow. In these systems, a process (thread) that has accessed tagged data is not allowed to send any data to the network, even if the data sent has no relation at all to the tagged data. This coarse-grained information flow protection requires the application to be partitioned into components with different privilege levels. Tracking information flow dynamically at a finer-grained level such as bytes can be achieved using binary translation [77]. However, such software-only DIFT approaches often incur prohibitive performance overhead [77]. For example, to deal with tag assignments and bookkeeping, a single data movement instruction becomes eight instructions after binary translation. A single arithmetic/logic or control flow instruction is replaced by 20 instructions after binary translation. Even with parallel execution of the binary translation [70] the performance overhead is around 1.5X.

Tracking information flow dynamically at the byte or word level can be done a lot more efficiently at the hardware level, since often times the tag assignment can be done in parallel to the instruction’s execution. Raksha [34] is a hardware DIFT system which can detect both high-level and low-level software vulnerabilities for integrity purposes. Raksha exposes software configurable registers to support four security policies at a time. However, since Raksha is targeted for integrity applications, it does not deal with implicit information flow or side-channel problems.

With hardware support, information tracking can be done at an even finer-grained level. GLIFT [92] is another hardware DIFT solution that tracks information flow
at a much lower hardware level – the gate level. It uses a predicated architecture which executes all paths of a program (i.e., no path is untaken) to track both explicit and implicit information flow due to condition flags, albeit at the cost of execution efficiency. While this is a very interesting and potentially promising approach, all the hardware has to be re-designed from the gates up, requiring unproven new hardware design methodologies and tools. Furthermore, it requires re-writing or re-compiling existing applications, making its practical adoption even more difficult.

Suh et al [89] proposed the architectural support for DIFT to track I/O inputs and monitor their use for integrity protection, whereas our methods provide support for DIFT to track I/O outputs and monitor the use of confidentiality-protected data. They assume that the programs can be buggy and contain vulnerabilities, but they are not malicious and that the OS manages the protection and is thus trusted. One bit is used as the security tag that indicates whether the corresponding data block is authentic or spurious. The proposed technique also does not track any form of control dependency; in other words, implicit flows are not tracked, since the authors believe that it is difficult for attacks to exploit control dependencies because programs do not use control dependencies to generate pointers in the authors’ set of benchmarks. The authors assume that adding non-constant offset to the base pointer implies that the program performed a bounds-check before. The authors do acknowledge that not propagating the tags through table lookups or pointer additions may be problematic; however, they did not present any false negatives in their experiments.

To be able to track implicit information flow while incurring minimal performance overhead, a hybrid approach that combines static analysis with DIFT is desirable. RI-FLE [94] is a hybrid approach that uses compiler-assisted binary re-writing to change the program to turn implicit information flows due to condition flags into explicit tag assignments. Once the implicit flows are turned explicit, the hardware can track these explicit information flows efficiently. The BitBlaze project [87] also combines static binary analysis and dynamic tracking for application binaries for various purposes, e.g., spyware analysis [41, 99] and vulnerability discovery [18, 32]. Note that this hybrid approach is not to be confused with combining static information flow tracking with DIFT, as the static analysis does not track the information flow but merely assists the DIFT scheme to provide information which may be missed for a pure DIFT scheme.

Cavallaro et al. [21] discussed several practical examples that can be used by malware to evade dynamic taint analysis. For example, control dependence, pointer indirection, implicit flows and timing-based attacks are described. More concrete examples are explained in the context of browser helper objects (BHOs), which can be categorized as plug-ins in some browser architectures.

\[^{4}\text{In a predicated architecture, the effect of an instruction is guarded by a predicate register. The operations for both cases (predicate true/false) get executed, but only the instructions whose predicates evaluate to true actually write their value back to a register.}\]
6.3 Mitigation Techniques for Practical Dynamic Information Flow Tracking

In this section, we propose a few hardware or hybrid mitigation techniques to address the issues of false-positives (FPs) and false-negatives (FNs) of the DIFT system and describe their concept and implementation. The security, complexity and performance evaluation are given in Section 6.4.

This chapter focuses on the confidentiality aspect of the DIFT system, and the techniques presented in this section aim to address implicit information flow and the FPs and FNs due to control dependencies. In order to track control dependencies dynamically, we first establish a baseline DIFT system (as shown in Figure 6.3) with such a capability to reduce FNs arising from control dependencies. Let us revisit the conditional execution example given in Section 6.1.3 and see how the information flow problem is solved using static information flow tracking and whether or not we can adopt the same technique dynamically:

\[
\text{if } s <= 0 \text{ then } x := 0 \text{ else } y := 0
\]

Language-based static information flow tracking techniques [81] solve this problem by introducing the concept of the program counter tag, denoted \( T_{pc} \), which indicates the information that can be learned by knowing the control flow path that has been taken in the program. In the case of the above example, since the taken path depends on the value of the variable \( s \), the \( T_{pc} \) in the then and else clauses will inherit the label of \( s \). If the source code of the program was available, this can be more easily achieved by the compiler performing the static analysis; thus the program would contain no illegal information flow if it passes the compilation.
We can apply the same technique to dynamic information flow tracking to track information across conditional execution. Suppose we have $T_{pc}$ that gets the tag of $s$ dynamically and every instruction takes into account the value of $T_{pc}$ in addition to the tags of the source registers or memory locations. We will be able to correctly capture the information flow from $s$ to either $x$ or $y$, even though they are assigned a constant value in either path. Unfortunately, without knowing the scope of the branch instruction dynamically, false positives may arise depending on when the $T_{pc}$ is cleared. A naïve DIFT system that tracks control dependency might tag every instruction that is executed after the tagged branch, thus leading to an unusable system with a large amount of false positives.

### 6.3.1 Tunable Propagation Tracking for Control Dependency

As a simple mitigation technique for reducing the amount of false positives in the naïve DIFT system, we utilize a count-down counter $T_{pc}\_CNT$ that counts from a maximum value, $FLOW\_MAX$, to zero, to determine when to clear the $T_{pc}$. The counter value is set to the maximum value whenever there is a branch instruction that sets the $T_{pc}$ to a non-zero value, indicating a tagged conditional execution. $T_{pc}\_CNT$ decreases by one after each instruction is executed when the counter value is greater than zero and $T_{pc}$ is reset (set to zero) when the counter $T_{pc}\_CNT$ reaches zero. $T_{pc}\_CNT$ does not go below zero. The process starts again when the program’s execution reaches another tagged branch instruction. We call $T_{pc}\_CNT$ the propagation counter since it determines how much information is propagated due to a tagged branch instruction. From a different perspective, clearing the $T_{pc}\_CNT$ can be described as declassification in the program, since clearing the $T_{pc}$ essentially declassifies the sensitivity of the data that are operated upon by the instruction.

This propagation counter technique requires adding one 32-bit count-down counter to the baseline architecture and one 32-bit register to store the value of $FLOW\_MAX$.

### 6.3.2 Using Static Analysis to Reduce False Positives

The simple tunable propagation technique described in the previous section requires the appropriate setting for the $FLOW\_MAX$ value for a particular application. However, this is often a very hard decision to make since setting the value too low would create false negatives that eventually leak information, and setting the value too high would create false positives just like in the naïve DIFT system.

Since it is difficult to determine the optimal $FLOW\_MAX$ value dynamically, we resort to static techniques that can assist the DIFT system in determining the optimal value. For this section, we look at a similar conditional execution example

---

5False positive (FP) is defined as the variable or memory location that is tagged while it contains no information related to the source tagged data. False negative (FN) is defined as the variable or memory location that is not tagged while it does contain information related to the source tagged data.
Figure 6.4: The control flow graph (CFG) of the conditional execution example. A node $p$ post-dominates a node $a$ if all paths to the exit node of the graph starting at $a$ must go through $p$.

as before but slightly more complicated to see how static analysis can help a naïve DIFT system.

\[
\begin{align*}
z &:= 1; \quad y := 1; \\
\text{if } s \leq 0 \text{ then } x := 0; \quad z := 0; \quad \textbf{else} \quad x := 1; \quad y := 0;
\end{align*}
\]

The control flow graph of this example is shown in Figure 6.4. From the control flow graph, we can determine that the information should flow and be tracked from the tagged branch block ($s\leq 0$?) until the start of its immediate post-dominator block, where declassification should happen. Intuitively this means that we are allowing the $Tpc$ to affect only the instructions that are control-dependent on the tagged branch but nothing more. In practice, this static analysis can help the tunable propagation in two ways. The first one is to run the static analysis to figure out the appropriate $FLOW\_MAX$ value for each potentially tagged branch instruction and insert an extra instruction before the branch instruction to set the $FLOW\_MAX$ value, in order to guide the DIFT system to reduce the amount of false positives. An alternative implementation is to set the $FLOW\_MAX$ value to a large enough value that fits the desired security requirement, run the static analysis and insert an instruction at the start of the immediate post-dominator block to clear the $Tpc$. This implies that now we do not have to determine the optimal value of $FLOW\_MAX$, but can set the $FLOW\_MAX$ arbitrarily while reducing false positives due to tagged conditional branches.

In practice, clearing out the $Tpc$ at the immediate post-dominator block only works for a single level of tagged branch. To account for potentially nested levels of tagged branches, we employ a $Tpc$ stack\(^6\) to push the old $Tpc$ value at the tagged branch block. We will describe Algorithm 3 which shows how to insert pushes and pops into this $Tpc$ stack. Complications due to loops are also illustrated with Figures 6.5 and 6.6.

---

\(^6\)The $Tpc$ stack lies in the protected memory space of the hypervisor (Chapter 5).
Algorithm 3: Instrument a program to reduce false positives due to tagged branches.

**Input:** Set of basic blocks  
**Output:** Instrumented program binary

1. **foreach** tagged branch block t **do**
   2. Find t’s immediate post-dominator block p;
   3. Insert an empty block to ensure a unique immediate post dominator block, if necessary;
   4. **if** p is inside a loop and t is outside **then**
      5. Do a loop peeling to make sure t and p are at the same loop level;
   **end**
   **end**

2. **foreach** tagged branch block t **do**
   3. Find t’s immediate post-dominator block p;
   4. Push Tpc onto stack: push(Tpc);
   5. **foreach** path from t to p **do**
      6. **if** t reaches itself before reaching p **then**
         7. Insert in the path before reaching back to t, if a pop has not been inserted there for t: Pop old Tpc back from stack, Tpc = pop();
      **end**
   **end**
   9. Insert before the beginning of p: Pop old Tpc back from stack: Tpc = pop();

Since nested branches may share the same post-dominator block, we insert empty blocks to make sure that each tagged branch block has a unique immediate post dominator block (line 3 of Algorithm 3). Lines 4 to 6 shows the loop-peeling process to prevent the Tpc stack from being out-of-sync due to the first iteration of a loop. Additionally, to handle loops that may reach the same node again before reaching the post-dominator block of a tagged branch, our algorithm detects if the same node is visited again and inserts a pop operation right before the code reaches the same node (lines 11 to 15 of Algorithm 3). These mechanisms ensure that each push operation has a corresponding pop operation. Algorithm 3 sketches out the static binary analysis and instrumentation. Note that this type of static analysis can be done on the program binaries [87], and does not need the source code.

Figure 6.5 and 6.6 give an example for the loop peeling process in Algorithm 3 (lines 4 to 6). The loop peeling process is necessary to correctly match the number of pushes and pops of the Tpc stack, such that the stack is not out-of-sync with the program control flow. An example control flow graph is shown in Figure 6.5, with a loop in between node B and J. Loop peeling works by first duplicating all the nodes and edges within the loop, nodes B’ to J’ in Figure 6.6. Then the loop back edge
Figure 6.5: An example control flow graph to illustrate the loop peeling of Algorithm 3.

from J to B is diverted to B’, and the exit edge from J’ to K is added for the peeled loop.

The main purpose of loop peeling is to distinguish between the first loop iteration and the rest of the iterations. Taking the tagged branch block A in Figure 6.5 for example, A’s immediate post dominator block J is within the loop. If we perform Algorithm 3 without the loop peeling part, we would instrument the program to push the Tpc at block A and pop the Tpc before the block J (at lines 10 and 16, respectively). However, since J is within the loop, there will be many more pops that do not have corresponding pushes, causing the stack to be out-of-sync with the program’s execution. After the loop peeling, A’s immediate post dominator block J, is now not in the loop and only executed once, so there will only be a single pop for the push of Tpc in block A.

As another example, we focus on the block J in Figure 6.5. If we perform Algorithm 3 without the loop peeling part, we would push the Tpc at block J and insert a corresponding pop before reaching J in each path leading back to J, i.e., H to J. However, if we consider the first time the loop is entered, the pop operation actually happens before the push at block J, leading to an out-of-sync Tpc stack. Therefore, by breaking the loop for the first loop iteration using loop peeling, we would insert the pop in the path H’ to J’ instead, so the pushes and pops for the first iteration of the loop will not result in an out-of-sync Tpc stack.
6.3.3 Using Static Analysis to Reduce False Negatives with Untaken Paths

Another issue remains even though a near optimal value of $FLOW_{MAX}$ can be determined. Let’s refer back to the code example used in the previous section. Suppose we use the DIFT scheme in a Multi-Level Security (MLS) system where $x$ has no security tag, $s$ and $y$ are tagged HIGH while $z$ is LOW, and we want to prevent information flowing from HIGH to LOW. When $s$ is less than or equal to zero, a violation would be detected since information flow from $s$ to $z$ is not allowed. However, when $s$ is greater than zero, no violation occurs. Nevertheless, an adversary can still gain information about the value of $s$ just by observing the value of $z$, since $z$ was assigned a value 1 before the if statement. This problem stems from the fact that only one path of the program is taken dynamically, so the $Tpc$ does not affect the tag of the variables that are supposed to be modified by the path that was not taken. To solve this problem dynamically, we would need to compensate for the tag assignments in the untaken path, as shown in Figure 6.7.

Figure 6.7 shows the tag assignment compensations that account for the untaken path. For the left path, we insert the tag assignment for $y$ such that although the $y = 0$ statement is not executed, we can still ensure that the implicit information flow is tracked dynamically. The same holds true for the right path in Figure 6.7. To enhance Algorithm 3 to achieve the effect of Figure 6.7, we need to identify the variables or memory locations that are changed between the tagged branch block and its immediate post-dominator block. This set of variable and memory locations can be identified using standard compiler analysis and we omit the details here.
Algorithm 4 assigns proper tag assignments to the variables for the untaken path\(^7\). \textit{succ}[n] denotes the successor blocks of \(n\). These extra tag assignments are inserted for each path, since each path may have touched a different set of variables. We only need to find the variables that are \textit{live} at the immediate post dominator block and have been assigned different values in between the tagged branch block and the post dominator block (\(vset\)), since data that is not \textit{live} will not be able to leak any information, and data that is not changed between the tagged branch block and the post dominator block does not carry any information regarding the tagged branch. Since during program execution, variables that are assigned a value between the tagged branch block and the post dominator block (\(cset\)) will already be tagged with the \(Tpc\), we do not need to duplicate their tag assignment. Although the algorithm may insert some redundant tag assignments, late phase of optimizations, such as dead code and redundancy eliminations, will clean up the code. It addresses the issues of false-positives and false-negatives for implicit information flows due to conditional execution and the untaken path.

Nevertheless, there is a limitation regarding \textit{live} memory locations. If the address of the live memory location can be determined statically, the algorithm can instrument the proper tag assignment for the untaken branch. If the address cannot be determined or not all of the target memory locations can be identified statically, we need some high-level program information to help guide the static analysis about the potential live memory addresses, e.g., by annotating the base and bounds of a table used in a table lookup.

\(^7\)The analysis includes the condition code register (CCR), although the individual CCR register flags are usually used implicitly, e.g., through compare instructions, and applications typically do not access the CCR register directly. However, a compromised application could include code that specifically tests the value of the CCR register; therefore the tag of the CCR register also needs to be accounted for on the untaken path.
Algorithm 4: Instruments a program to reduce false negatives with untaken paths.

**Input**: Set of basic blocks

**Output**: Instrumented program binary

**foreach** tagged branch block t do

  Find t’s immediate post-dominator block p;
  Insert an empty block to ensure a unique immediate post dominator block, if necessary;
  if p is inside a loop and t is outside then
    Do a loop peeling to make sure t and p are at the same loop level;
  end

end

**foreach** tagged branch block t do

  Find t’s immediate post-dominator block p;
  Push Tpc onto stack: push(Tpc);

  **foreach** path from t to p do

    if t reaches itself before reaching p then
      Insert in the path before reaching back to t, if a pop has not been inserted there for t: Pop old Tpc back from stack, Tpc = pop();
    end
  end

end

Find vset = variables and memory locations that are changed between t and p, and reach p;

**foreach** j ∈ succ[t] do

  Find cset = variables and memory locations that are defined between j and p;

  **foreach** m ∈ (vset − cset) do

    Insert tag assignment in the beginning of j: tag(m) = Tpc;
  end

end

Insert before the beginning of p: Pop old Tpc back from stack: Tpc = pop();

end

6.3.4 Reducing False Positives by Save/Restore

The main issue of a naïve DIFT system is false positives, which we aimed to address using the tunable propagation counter (Section 6.3.1) and analysis and instrumentation from static analysis (Section 6.3.2). Both of the techniques are simply addressing the false positives stemming from within an application. However, once false positives have found their way into the operating system, the false positives grow very quickly across different operating system modules (as we will shown in Section 6.4) and would render the DIFT system unusable due to the sheer amount of false positives.
We explore an idea that further reduces the amount of the false positives in the entire system by leveraging system characteristics. We propose saving and restoring the register file tags (Figure 6.3) whenever the processor changes its privilege level. In other words, if the execution of the userspace program is interrupted, we propose that before the control is transferred to the operating system for asynchronous interrupts, the DIFT hardware automatically saves the register file tags and then zeroes out the current register file tags, so no unnecessary tagged values are accidentally propagated to the operating system. Before the user space program resumes execution, the DIFT hardware would restore the register file tags. Note that the register file tags is only saved and restored when the userspace program is interrupted asynchronously. In other words, for synchronous privilege level changes such as system calls, the hardware save/restore of the register file tags is not triggered. This allows the DIFT system to continue tracking information across privilege level boundaries to avoid false negatives.

6.4 Implementation and Evaluation

We describe our prototype implementations of the four proposed mitigation techniques and evaluate their overhead and performance in terms of the false positives and false negatives. As described in the Introduction, too many false positives can result in less security, since the DIFT protection system may be turned off temporarily to get real work done — and then one may forget to turn it back on. Of course, allowing false negatives implies the system is not always preventing leaks. Hence, reducing false positives can translate to real-world practicality and usability while minimizing false negatives is necessary for security.

Our baseline DIFT architecture is implemented on the OpenSPARC open source processor [90] simulator. We have modified the stock OpenSPARC T1 processor to track all explicit information flows as described in Section 6.1.1. Table 6.1 lists the propagation rules for the baseline DIFT architecture as well as the tunable propagation employed in our implementation.

We wanted a program that has a pre-existing implicit information flow situation that we could use to show how well our mitigation techniques work. Also the program needs to be small for efficiency, yet realistic for our simulator. We wanted a program that goes through both userspace and the operating system. We found a program that calculates the digits of π, and uses conditional branches to determine how to format the printing of these digits. If we mark the initial values of π as confidential data, then the π program has an implicit information flow based on a sensitive condition used in a conditional branch instruction, and does go from userspace to OS space and back. A simplified version of the program [1] is shown in Figure 6.8.

This example π-calculation program starts with an array src[ ] with 337 elements, all of which we tag as sensitive variables. The tags propagate to variable q, which is a function F( ) of src[ ] and other untagged data. These then propagate to other calculations, e.g., H( ), which is shown in Figure 6.9. Note that the function G( ) does not contain a sensitive condition, since both k and j are non sensitive. At the end
Table 6.1: Tag propagation rules. Bold fonts indicate rules specific for the tunable propagation. The capital \( T \) denotes the tags. The rules in parentheses are implemented depending on the specific instruction that either operates differently according to the condition code register, affects the condition code register or uses the \( y \) register. \( \text{ccr} \) refers to the condition code register in the SPARC architecture. \( Ty \) is the tag for the \( y \) register, \( T\text{ccr} \) denotes the tag for the condition code register, and likewise for the source registers (\( src1 \) or \( src2 \)) and the destination register, \( dest \). For load and store instructions, \( T[src] \) refers to the tag of the memory location pointed by \( src \), and likewise for \( T[dest] \). The memory indexing discussed in Section 6.1.2 are shown in parentheses for the load and store instructions and it depends on the implementation to turn on/off for the tracking of memory indexing.

<table>
<thead>
<tr>
<th>Instruction Category</th>
<th>Type</th>
<th>Propagation Rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integer Arithmetic</td>
<td>( rs1, rs2 )</td>
<td>( Tdest \leftarrow Tsrc1 \cup Tsrc2 \cup Tpc(\cup \text{ccr} \cup T_y) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( Tdest \leftarrow Tpc(\cup \text{ccr}) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( Tdest \leftarrow Tsrc1 \cup Tpc(\cup \text{ccr} \cup T_y) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( Tdest \leftarrow Tsrc2 \cup Tpc(\cup \text{ccr}) )</td>
</tr>
<tr>
<td></td>
<td>( src, imm )</td>
<td>( (\text{ccr} \leftarrow Tsrc1 \cup Tpc(\cup \text{ccr} \cup T_y)) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( (Tccr \leftarrow Tsrc1 \cup Tsrc2 \cup Tpc(\cup \text{ccr} \cup T_y)) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( (Ty \leftarrow Tsrc1 \cup Tpc) )</td>
</tr>
<tr>
<td>Multiply, Divide</td>
<td></td>
<td>( (Ty \leftarrow Tsrc1 \cup Tsrc2 \cup Tpc) )</td>
</tr>
<tr>
<td>Memory access</td>
<td>Load</td>
<td>( Tdest \leftarrow (Tsrc1 \cup T[src]1) \cup Tpc )</td>
</tr>
<tr>
<td></td>
<td>Store</td>
<td>( T[dest] \leftarrow Tsrc1 \cup (Tdest \cup Tpc) )</td>
</tr>
<tr>
<td>Branch</td>
<td>Conditional</td>
<td>( \text{if}(Tccr \neq 0){Tpc = Tccr; Tpc_CNT = \text{FLOW_MAX}; } )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \text{if}(Tsrc1 \neq 0){Tpc = Tsrc1; Tpc_CNT = \text{FLOW_MAX}; } )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \text{if}(Tsrc1 \cup Tsrc2 \neq 0){Tpc = Tsrc1 \cup Tsrc2; Tpc_CNT = \text{FLOW_MAX}; } )</td>
</tr>
<tr>
<td></td>
<td>Unconditional</td>
<td>None</td>
</tr>
<tr>
<td>Every instruction</td>
<td></td>
<td>( \text{if}(Tpc_CNT &gt; 0){Tpc_CNT --; } \text{elseif}(Tpc_CNT == 0){Tpc = 0; } )</td>
</tr>
</tbody>
</table>
1: src[337], k=4000, p, q, t=1000, n=0, dst[1100];
2: for(;src[j=q=0]+=2,--k;)
3:  for(p=1+2*k;j<337;q=F(src[j], k, q, p, t),src[j++]=q/p)
4:  if(G(k, j))
5:    n+=sprintf(&dst[n], "%.3d", taint=H(src[j-2], t, q, p))
6:  printf("%s", &dst[0]);

Figure 6.8: The simplified version of the π program, to illustrate the effect of implicit information flows.

```c
sprintf(buffer, format, number){
  ... 
  while (number != 0)
  {
    digit = number % 10;
    number /= 10;
    switch (digit)
    {
      case 0: character = '0'; break;
      case 1: character = '1'; break;
      ... 
    } 
    buffer[cnt++] = character;
  } 
  ... 
```

Figure 6.10: The core character conversion function that exhibits implicit information flow due to control dependency in sprintf().

of the calculations, the array dst[] is written with ASCII characters corresponding to the calculations derived from src[]. One of the character conversion functions contains a conditional branch that depends on a tagged value, as shown by the number variable in Figure 6.10. In the π example, the tagged value to be used as the number in sprintf() is the taint variable in line 5 of Figure 6.8.

We will show that there is an inadvertent implicit information flow in this little program, hidden in the sprintf() library call. We first describe the working of this program. The seemingly complex program can be interpreted as two nested loops and an sprintf() function to print ASCII characters to the dst[] array. Looking at the program more closely, we can deduce that at least the following variables or memory locations should ideally be tagged as sensitive when the program finishes execution: (1) the entire array src[], the original tag source, (2) 64-bit variable q, since q is assigned to a value that depends on the values in src[] (line 3), (3) the first 1001
bytes \((1001 / 8 \approx 126\) 64-bit words\) of \(\text{dst[]}\), since they get assigned based on the variable \(\text{taint}\) which is based on some function of both the tagged \(\text{src[]}\) and tagged \(q\) (line 5), and (4) the 64-bit variable \(n\), since it depends on the actual number of characters printed by \(\text{sprintf()}\) which depends on the value of \(\text{taint}\) (line 5). \(n\) is equal to 1001 at the end of the execution.

The core of the \(\text{sprintf()}\) function is a while loop that extracts the remainder of the division of the integer argument (\(\text{number}\) in Figure 6.10) by 10. The while loop keeps executing as long as the quotient is greater than zero, and the quotient is used as the dividend in the next loop iteration. The extracted remainders are then used to lookup the corresponding characters to print. We show the disassembled SPARC assembly instructions for the core of the \(\text{sprintf()}\) function in Figure 6.11.

Looking more closely at the assembly instructions in Figure 6.11 shows that the compare instructions (\(\text{cmp}\)) at lines 22 and 26, sets the tag of the condition code register (\(Tccr\)), since register \(\%g2\) contains sensitive data \(\text{digit}\). The subsequent branch-if-equal instruction \(\text{be}\) propagates the tag from the condition code register to the tag of the program counter (\(Tpc\)). Therefore the instructions executed after the branches (line 31-34, and 35-38, respectively) will carry the tag value of \(\text{digit}\). If this implicit information flow is not tracked by the DIFT system, the store-byte instruction (\(\text{stb}\)) at lines 32 and 36 will not be tagged, resulting in false negatives. The corresponding control flow graph of the assembly code of Figure 6.11 is shown in Figure 6.12, with each block showing their line numbers in Figure 6.11. Note that the implicit information flow from the outer \(\text{while}\) loop actually does not matter since there is explicit information flow from \(\text{number}\) to \(\text{digit}\).

Note particularly that in this program, the \(\text{dst[]}\) array will only get tagged through implicit information flow since \(\text{sprintf()}\) prints out the decimal characters based on comparisons of the integer arguments. In summary, a perfect DIFT system would tag a total of \((337 + 1 + 126 + 1 =) 465\) 64-bit words, including the original tag source \(\text{src[]}\). The actual number may be a little higher due to some temporary variables used in the library function \(\text{sprintf()}\).

To establish bounds for comparison with our mitigation techniques, we first look at how the baseline DIFT system which is not tracking control dependency, and the naïve DIFT system which tags everything after the tagged branch instruction perform, using this \(\pi\)-calculation example program. Before the start of every experiment, we clear all the leftover tags in the system, and we initialize the tags for the sensitive data (\(\text{src[]}\) in the \(\pi\)-calculation program). We let the program run until completion and then take a snapshot of the system to count the number of memory locations that are tagged. The granularity of the tags is one tag per 64-bit word. In other words, we consider the memory location as tagged even if only one byte within the 64-bit word is tagged.

Basically the baseline DIFT system and the naïve DIFT system set up the lower and upper bounds for the false positives and false negatives performance of our mitigation techniques. The second and third rows of Table 6.2 summarize the results for the baseline and naïve DIFT system. The baseline DIFT system does not track control dependencies, resulting in the entire \(\text{dst[]}\) array being untagged; whereas the naïve DIFT system, although exhibiting no false-negatives, produces more than 6X
Figure 6.11: The disassembled SPARC assembly instructions for the core function of `sprintf()` in Figure 6.10. Line 39-41 checks for the condition in the outer `while` loop. Line 5-18 calculate `number` and `digit`. Line 21-28 test `digit` for the sensitive `switch` statement and line 31-38 assign the value for `character`. 
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Figure 6.12: The control flow graph of the core function of `sprintf()`. Each block has its corresponding line numbers from Figure 6.11. Note that in this particular example, an ideal $FLOW_{MAX}$ value would be 3, to cover the sequence of `nop`, `move` and `stb` instructions after the tagged branches (`be`) in line 23 and 27.
Table 6.2: False positive and false negative performances of DIFT systems with implicit informal flow support. Lines 2 and 3 show the lower and upper bounds given by the baseline DIFT (no tracking for control dependency) and the naïve DIFT system (constant tracking for control dependency), for running the π-calculation program. Each experiment is repeated 10 times and the average values are reported. We pick the zero-false-negative and balanced values from the \textit{FLOW\_MAX} technique when \textit{FLOW\_MAX} is equal to 4 and 3, respectively. (see Figure 6.14) and the register file tags save/restore technique when \textit{FLOW\_MAX} is equal to 5 (see Figure 6.17).

<table>
<thead>
<tr>
<th></th>
<th>Tagged words</th>
<th>FP</th>
<th>FN</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal</td>
<td>465</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Baseline DIFT</td>
<td>339.1</td>
<td>2.1</td>
<td>126</td>
<td></td>
</tr>
<tr>
<td>Naïve DIFT</td>
<td>3154.4</td>
<td>2691.4</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>\textit{FLOW_MAX} w/ zero false negatives</td>
<td>1720.6</td>
<td>1248.6</td>
<td>0</td>
<td>See Fig. 6.14</td>
</tr>
<tr>
<td>\textit{FLOW_MAX} balanced</td>
<td>520.3</td>
<td>100.2</td>
<td>44.2</td>
<td>See Fig. 6.14</td>
</tr>
<tr>
<td>\textit{FLOW_MAX} w/ Static binary analysis</td>
<td>485</td>
<td>20</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>\textit{FLOW_MAX} w/ Save/Restore optimal</td>
<td>473.3</td>
<td>8.3</td>
<td>0</td>
<td>See Fig. 6.17</td>
</tr>
</tbody>
</table>

the number of tagged words when comparing to the ideal or perfect DIFT system with 465 tagged words, shown in the first row of Table 6.2. The next four rows show the performance of the mitigation techniques we propose, which we discuss below.

6.4.1 Tunable Propagation

We first describe the implementation and cost for the tunable propagation for control dependency. As pointed out at the end of Section 6.3.1, this mitigation technique requires one additional count-down counter and two additional registers to store the values of \textit{FLOW\_MAX} and \textit{Tpc}. Figure 6.13 depicts the additional components needed for this mitigation technique and its connections to the baseline DIFT system.

Figure 6.14 shows the false positives and false negatives analysis of running the π-calculation program using the tunable \textit{FLOW\_MAX} technique. The columns represent the number of tagged (non-zero tag value) words when \textit{FLOW\_MAX} is set to the values on the x-axis. The dashed line in Figure 6.14 represents the expected number of tagged 64-bit words in the system that would be achieved by an ideal DIFT system, which is 465 as described previously. In other words, we can expect false-negatives if the total tagged words in the system are below this number and false-positives otherwise.

The bars for the total tagged words in Figure 6.14 are further broken down into different categories that indicate which level of the software hierarchy is responsible for writing to the tagged memory location. For example, “OS” means that the operating
Figure 6.13: The additional components (in stripes) for the tunable propagation of the baseline DIFT system.

Figure 6.14: False positives and false negatives analysis after running the $\pi$-calculation program. The contributions from the hypervisor (HV), User/HV and OS/HV are all zeroes and not plotted on the graph. The x-axis denotes different settings of the $FLOW\_MAX$ values and the y-axis shows the number of tagged 64-bit words in the system. Note that the x-axis is not in linear scale.

system wrote to that memory location with tagged data and “User/OS” means that both the userspace programs and the operating system have written tagged data to the same memory location.

Figure 6.14 shows that for this particular program, the setting of $FLOW\_MAX = 3$ gives the good balance between false-positives (20%) and false negatives (9%), if the system permits leakage of information below a certain threshold. When $FLOW\_MAX$ is set to 4 or greater, there are no more false-negatives, but false-
positives begin to rise sharply (5th and 4th rows of Table 6.2), and continues to increase until it stabilizes at around 3000 tagged words. Note that most of the increase in false positives is for words touched by both the user and the OS, indicating more reductions of false-positives can be achieved by analyzing the OS-contributing factor and employing OS-specific tag clearing techniques, which we will discuss in more detail in Section 6.4.3. At large $FLOW_{\text{MAX}}$ values, the false-positives is about six times more than the ideal value, which would render the system impractical, since users would most likely turn off any security feature that annoys them too often or simply click yes wherever there is a security warning [68]. Therefore, it is very important to determine the value for $FLOW_{\text{MAX}}$ to ensure maximum security (no false negatives) with minimal interruptions (small false positives). Depending on the security and usability requirements of the system, the value of $FLOW_{\text{MAX}}$ can be correspondingly adjusted.

### 6.4.2 Static Binary Analysis and Instrumentation

This section covers both of the Sections 6.3.2 and 6.3.3, since both techniques leverage the information from static binary analysis to instrument the program, although one focuses on reducing false-positives and the other on eliminating false-negatives. Our binary analysis is implemented on the BitBlaze [87] platform.

Applying Algorithm 4 to the $\pi$-calculation program and running the program on the same hardware DIFT infrastructure gives the total tagged 64-bit words of 485 which includes 20 false-positives and no false-negatives, compared to the ideal value of 465. This shows that with the assistance of static binary analysis, we can achieve a practical information flow tracking system with no false-negatives and a low false-positive percentage of 4.3%, for this particular program (Table 6.2).

Although no source code is needed since the analysis is done on binaries, this technique requires doing a pre-execution static analysis and adding instructions to the executable binary code. The advantage though is that there need be no guessing of the value of $FLOW_{\text{MAX}}$, since it is set to cover the scope of the sensitive conditional, and the variables on the untaken path are also tagged sensitive when necessary. Covering the scope is necessary for “soundness” since the application program could be interrupted for an arbitrary number of instructions, and $FLOW_{\text{MAX}}$ could count down to zero executing OS instructions, before execution returns to the application program. Without this immediate post-dominator scoping, there could be false negatives. The same scoping technique also prevents unnecessary false positives when guessing to set the $FLOW_{\text{MAX}}$ to a large number for high security – since the clearing of $Tpc$ and setting $FLOW_{\text{MAX}}$ back to zero at the immediate post-dominator, also reduces unnecessary propagation beyond the scope of the tagged conditional. Covering the untaken path is necessary to ensure no false negatives for dynamic implicit information flow tracking, where only one path of a conditional branch can be taken during execution.
Figure 6.15: The Linux operating system functions that contribute to the tagged values in the system. Each write of a tagged 64-bit word to the memory by the operating system is counted as one contribution. The list is sorted by the amount of contribution from the various operating system functions.

6.4.3 Tag Register Save/Restore

If we analyze the trend given in Figure 6.14, we see that as the _FLOW_MAX_ value increases, the amount of tagged value contribution from the operating system significantly increases as well. This is due to the fact that once false positives have entered the memory space of the operating system, they propagate further among other operating system components as well. We took one of the runs of our experiment and instrumented the simulation to keep a record of the program counters (PC) within the operating system that contributed to the tagged values and cross referenced the PC addresses with the operating system functions to figure out which modules of the operating system are the major contributors and which modules are the “entry points” of these tagged values into the rest of the operating system. Our analysis is done on the Ubuntu 7.10 with a Linux kernel version of 2.6.22-15-sparc64.

Figure 6.15 shows the distribution of the functions within the operating system that actually contribute to the total tagged values in the system and we find that the top 10 contributing functions within the OS cover more than 75% of the total tagged values within the system. We then look further into the details of these top 10 functions, as listed in Table 6.3 with their contribution percentage and a brief description of their functions within the operating system. From the table we gather that tagged values escape from the userspace into the OS space through three main avenues: (1) register spill/fill routines, (2) trap save routine for preparing the entry into the kernel and (3) timer interrupt routines.
Table 6.3: Brief descriptions of the top 10 operating system functions with the highest tagged value contributions, along with their corresponding frequency of occurrences represented as the percentage of the total aggregate count in Figure 6.15.

<table>
<thead>
<tr>
<th>Function name</th>
<th>%</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>tl/zero.noslash_s/zero.noslashn</td>
<td>31.9</td>
<td>Register spills.</td>
</tr>
<tr>
<td>etrap_save</td>
<td>10.2</td>
<td>Preparing for entry into the kernel.</td>
</tr>
<tr>
<td>run_timer_softirq</td>
<td>6.1</td>
<td>This function runs timers and the timer-tq in bottom half context.</td>
</tr>
<tr>
<td>schedule</td>
<td>6.0</td>
<td>The main scheduler function.</td>
</tr>
<tr>
<td>enqueue_hrtimer</td>
<td>4.9</td>
<td>Internal function to (re)start a timer.</td>
</tr>
<tr>
<td>scheduler_tick</td>
<td>4.2</td>
<td>This function gets called by the timer code.</td>
</tr>
<tr>
<td>msecs_to_jiffies</td>
<td>4.2</td>
<td>Conversion of time units.</td>
</tr>
<tr>
<td>getnstimeofday</td>
<td>3.5</td>
<td>Returns the time of day in a timespec.</td>
</tr>
<tr>
<td>hrtimer_interrupt</td>
<td>3.5</td>
<td>High resolution timer interrupt.</td>
</tr>
<tr>
<td>ntp_update_frequency</td>
<td>2.2</td>
<td>Updates ticks within the system.</td>
</tr>
<tr>
<td>Sum</td>
<td>78.9</td>
<td></td>
</tr>
</tbody>
</table>

These three main avenues belong to the asynchronous privilege level change category, since they are mainly caused by program side-effects, e.g., page faults or limited amount of hardware register windows. We implement the register file tags save/restore to save the values of the register file tags and zero the tags before the control is transferred to these routines. Subsequently when these routines finish execution and before the control is transferred back to the interrupted application, the hardware save/restore mechanism then restores the register file tags for the particular application, in a similar fashion to a context switch.

Figure 6.16 depicts the additional components needed to perform register file tags save/restore on top of the baseline DIFT system. We use the program counter (pc) to look up the Save/Restore table that points to the memory location pre-assigned to save the register file tags. The value of pc or pc+4 is used depending on whether or not the interrupted instruction is re-executed or not. Likewise, the table is looked up by the hardware to find the saved register file tags when the values are restored upon resuming the application program.

To show the effectiveness of reducing the amount of false positives in the system by the register file tags save/restore mitigation technique, we combine the tunable

---

8Register spill/fill can be caused synchronously (intentionally) by applications, e.g., through recursive or nested function calls. However, it is not deterministic when spill/fill occurs and it varies for different processor architectures. The trap save routines exclude the ones triggered by the application, e.g., system call traps.
Figure 6.16: Additional DIFT components for register file tags save/restore (in stripes) to address tag pollution in the OS space.

Figure 6.17: False positives and false negatives analysis after running the $\pi$-calculation program, with the register file tags save/restore mechanism. Note again that the x-axis is not in linear scale.

propagation mechanism (Section 6.3.1) with the save/restore mechanism and run the same $\pi$-calculation program. Figure 6.17 shows the same statistics collected as shown before in Figure 6.14. We can see the reduction of total tagged words by nearly 4X, when compared to the naïve DIFT (tunable propagation) solution (Table 6.2). This greatly increases the practicality and usability of the simple tunable propagation technique, without requiring any static analysis, and instrumentation additions to the application binary.
6.5 Discussion

We first discuss the relation of our implicit information flow solutions with the DataSafe architecture (Chapter 5), using the \( \pi \) example as an illustration, and then we compare the some interesting characteristics between static and dynamic IFT systems.

6.5.1 DIFT and DataSafe Architecture

Tracing the assembly instructions (Figure 6.11) and the control flow graph (Figure 6.12) of the core function of `sprintf()` that exhibits implicit information flow shows that our proposed mechanisms in Chapter 6 is able to track these implicit information flow correctly, without any false-negatives. We now complete the picture by showing how the DataSafe architecture can prevent the tagged data from being output by the application.

The `sprintf()` function on line 5 in Figure 6.8 writes the tagged bytes to the destination array (\( \text{dst}[] \)), which is ultimately written to the screen by the `printf()` function on line 6. The `printf()` function recognizes that it is writing a string of bytes, and calls the `write(1, \text{dst}, \text{len})` system call, where \( \text{len} \) denotes the length of the string. In our \( \pi \) program example, the length of the string is 1001, the number of digits of the calculation. Since this system call is a synchronous system call, the save/restore mechanism will not be triggered and the tag of the destination buffer \( \text{dst} \) will propagate into the operating system space. In the operating system, the `write` system call copies the tagged data in the \( \text{dst} \) buffer and writes them to the memory location that is mapped to the frame buffer of the display device. The DataSafe hardware’s output control circuitry (Section 5.2.6) will check the tag value of the data to see if the data is allowed to be copied to the frame buffer of the display (mapped in memory range 0x1F10000000 to 0x1F10000050 in our 64-bit Legion simulation infrastructure, see Section 5.3.2) and disallow the data copy if the policy prohibits it. Note also that our implicit information flow mechanisms enable tag propagation across applications, library and the operating system (the \( \pi \)-program, `sprintf()` library function, and the `write()` system call), thus confirming that DataSafe’s hardware tracking transcends program and system boundaries.

6.5.2 Static vs. Dynamic

In this chapter, we have thus far focused on the dynamic aspect of information flow tracking, and also on adopting and adapting the benefits of static IFT techniques dynamically. However, there is one remaining piece that is worth mentioning as interesting future research, and we dedicate this section to discussing some details of it.

Although from our discussion of prior work in IFT techniques in Section 6.2, it seems that static techniques have the positive edge against DIFT since DIFT in theory cannot deal with implicit information flows without being overly restrictive. However, pure static techniques suffer from a major disadvantage – static policy, in addition
to requiring access to the source code. RIFLE [94] made a similar observation that static techniques allow the programmer to specify the policy, whereas in real life we would like to let the users of the programs and the owners of the data to specify their own policy.

Another issue with static techniques is static labeling. Since the static techniques, such as the language-based information flow tracking [81], perform type-checking (or label-checking) on the static program source code, the labels to be checked must be known before the program is actually run. However, in real world situations, each instance of the same program may have to deal with data of different security levels. Zheng and Myers [103] introduced the concept of dynamic security labels into static information flow tracking to allow the security labels to be assigned or changed dynamically, thereby allowing for a more realistic usage scenario. They designed a new language that incorporates the concept of dynamic labels and allows the programmers to test for these dynamic labels before performing security-sensitive operations, and they implement the ideas in the Jif language [8]. Jif extends the Java language with static information flow control, supporting this dynamic labeling mechanism.

Below is an example program from [103] in Jif language that demonstrates how a program in Jif controls information flow:

1: final label{L} x;
2: Channel{*x} c;
3: int{H} y;
4: switch label(y) {
5: case (int{*x} z) c.send(z);
6: else throw new UnsafeTransfer();
7: }

The final keyword prevents assignments from changing the meaning of types and the variable x is declared as of type label, to be used as a label for other values. x in this example has a security level low (L) in a Multi-Level Security (MLS) system. *x dereferences the label value of x; therefore the channel c has the same security level as x. switch label is a statement in Jif that does the dynamic label testing. In this example, the case will not be executed since the label value of x is at not as restrictive as the label value of y, which is assigned high (H) at line 3. If otherwise, the value of y is assigned to z and the channel can send out the value. Having understood how dynamic labeling is done in the static language-based information flow tracking, we discuss the variations of IFT schemes and look at the research opportunities.

The technique we presented in Section 6.3.2 and 6.3.3 demonstrate a synergistic approach between static and dynamic IFT analysis – using the information obtained from static analysis to transform the program into a dynamically-enforceable program. However, once a piece of data is tagged or labeled, there is no mechanism to change the tag dynamically. Therefore, it is of future research value to investigate the interactions between the dynamic labeling schemes [103] and the hardware tagging mechanism. For example, if the hardware can dynamically reconfigure to interpret the same tag
value differently to enforce a different policy, a piece of sensitive data can be kept open under different user sessions, reducing the setup and termination overhead.

6.6 Summary

In this chapter, we reviewed and categorized the various kinds of information flows within a computer system, whether explicit or implicit. We briefly discussed the advantages and disadvantages of static and dynamic information flow tracking systems and showed how to practically adopt the static techniques dynamically, to achieve an information tracking system that is both secure against implicit information flow due to conditional execution, yet incurs minimal runtime performance overhead. We proposed three simple yet effective techniques to address both the false-positives and false-negatives performances of a DIFT system, i.e., tunable propagation counter, static binary analysis and register file tags save/restore mechanisms. The chapter ends with a discussion of future research ideas to make the hardware tagging technique more flexible in terms of tag representation and dynamic tag values.

Table 6.4 summarizes the comparison of our information flow tracking techniques to various prior work discussed throughout the chapter. The first three columns look at whether or not the techniques require access to the source code and whether or not they address the implicit information flow problem arising from control dependence and the untaken paths in a dynamic program execution, which we address in this chapter. These are important features in today’s computing environment. In the next four columns we examine other forms of implicit information flows, i.e., pointer indirection, timing, termination and other side-channels, which are difficult to solve and provide a rich opportunity of future research. These other types of implicit information flow and side-channel attacks are not in our threat model for this thesis. Finally we distinguish pure software techniques from hardware-based techniques. Note that of the techniques that have no access to source code, there are binary translation techniques and hardware techniques. Our solutions are much faster than those using binary translation like LIFT and DTA++, since it takes about 8-20 instructions to emulate a tag propagation operation per instruction with binary translation. The performance overhead is around 1.5X even with parallel execution of the binary translation [70], whereas we have essentially no execution-time overhead due to parallel hardware tag paths, as shown in Figure 6.3. Compared to solutions requiring hardware changes, we cover implicit information flow, which Raksha does not, and we require much less hardware and software changes than GLIFT, thus being more easily deployable.
<table>
<thead>
<tr>
<th></th>
<th>Does not require source code</th>
<th>Control dependence</th>
<th>Untaken path</th>
<th>Pointer indirection</th>
<th>Timing dependence</th>
<th>Termination channel</th>
<th>Other side-channel</th>
<th>Does not require new hardware</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fenton [44]</td>
<td>✗</td>
<td>✓ (special return instruction)</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Language-based [81]</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>HiStar [101]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>GLIFT [92]</td>
<td>✗</td>
<td>✓ (predicate architecture)</td>
<td>✓</td>
<td>✓ (predicate architecture)</td>
<td>✓ (memory bounds)</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>RIFLE [94]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>(Mentioned but not addressed)</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>LIFT [77]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Egele et al. [41]</td>
<td>✓</td>
<td>✓ (scope of branch)</td>
<td>✗</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Panorama [99]</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>DTA++ [55]</td>
<td>✓</td>
<td>✓ (binary instrumentation)</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>This thesis</td>
<td>✓</td>
<td>✓ (binary instrumentation)</td>
<td>✗</td>
<td>✗ (partially mitigated)</td>
<td>✗ (partially mitigated)</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
</tbody>
</table>

Table 6.4: Comparison of various information flow tracking techniques.
Chapter 7

Conclusion and Future Work

This thesis explores the security architectures that focus on the protection of data confidentiality and the data-specific policies, such that it is possible to realize the concept of self-protecting data. It is of paramount importance today, especially with the shift of the computing paradigm toward ubiquitous computing, where data can be stored, accessed and processed anywhere, anytime using virtually any application that is available.

In Chapter 4 of this thesis, we leverage the SP security architecture [37, 60], which provides a simple yet flexible software-hardware mechanism for protecting a Trusted Software Module (TSM). This enables us to build applications to express and enforce different security policies, without depending on the operating system which may contain vulnerabilities or be malicious. We demonstrated the implementation of an originator-controlled (ORCON) distributed information sharing policy for documents. Such an access control policy is difficult to achieve with only MAC or DAC mechanisms. Our modified vi application is a proof-of-concept of the effectiveness of the SP hardware-software architecture. Furthermore, to enable such data protection policy for arbitrary applications, we developed a general methodology for trust-partitioning an application, which is useful not only for our information sharing policy, but more generally for separating out the security-critical parts of an application.

Chapter 5 takes a step further to see how we can achieve similar data protection, without needing to partition an application into trusted and untrusted parts, which would have to be done for each application. We want to protect legacy code as well. We indeed achieve this by enabling owners of sensitive data to define a security policy for their encrypted data, then allowing authorized users and unmodified third-party applications to decrypt and use this data, with the assurance that the data’s confidentiality policy will be enforced. Furthermore, DataSafe architecture prevents illegitimate secondary dissemination of protected data by authorized users by preventing the plaintext data from leaking out of these authorized use sessions. Data is protected even if transformed and obfuscated, across applications and user-system boundaries.

Our DataSafe software-hardware architecture uses enhanced dynamic information flow tracking (DIFT) mechanisms to persistently track and propagate data in-use, and to perform nonbypassable output control to prevent leaking of confidential
data. Because this is done in hardware, performance overhead is minimal. However, unlike previous hardware solutions, our software components support flexible security policies that bridge the semantic gap between software flexibility and efficient hardware-enforced policies. In addition, our solution is application-independent, thus supporting both legacy and new but unvetted applications and, more importantly, it provides the separation of data protection from applications, which we believe is the right architectural abstraction.

In Chapter 6, we tackle the problem of implicit information flow. We propose several alternative solutions, which do not require access to the source code. We reduce the false positives significantly while ensuring no false negatives, thus making the system more usable and deployable, without sacrificing security.

7.1 Future Work

There are a number of possible future research directions that can be extended beyond this thesis. We list a few of the short- and long-term research ideas below:

• As we pointed out in Chapter 3, this thesis assumes that trusted paths exist between the user input and the microprocessor, and between the microprocessor and the display. Nevertheless, it is interesting to explore how to incorporate these peripheral devices into the trusted computing base and how to construct the architecture such that the hardware policy checking (Chapter 5) can be delegated to the devices, if the devices also recognize the policy tags of the data. This is of particular interest in light of the rapid development of System-on-Chip (SoC) computing devices where most of the system functionalities are integrated on-chip. If the hardware policy enforcement mechanism can be extended to other components on the same chip, then it is possible to achieve system-level policy enforcement, as opposed to the processor-level enforcement in Chapter 5.

• Once we have the data confidentiality protections proposed in this thesis, the natural next step is to extend the data confidentiality protection across machines. This is different from the current protection where data traveling between machines are encrypted and thus protected. However, we would like to specify conditions where data are safe to travel between computing devices unencrypted, e.g., through the use of remote attestation to verify the authenticity of the connected device before sending out plaintext through secure communication channels.
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Appendix A

List of File Access Application Programming Interfaces (APIs) in C and Ruby Language

A.1 File Access APIs in C

<table>
<thead>
<tr>
<th>Function</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>fopen</td>
<td>Opens a file</td>
</tr>
<tr>
<td>freopen</td>
<td>Opens a different file with an existing stream</td>
</tr>
<tr>
<td>fflush</td>
<td>Synchronizes an output stream with the actual file</td>
</tr>
<tr>
<td>fclose</td>
<td>Closes a file</td>
</tr>
<tr>
<td>setbuf</td>
<td>Sets the buffer for a file stream</td>
</tr>
<tr>
<td>setvbuf</td>
<td>Sets the buffer and its size for a file stream</td>
</tr>
<tr>
<td>fread</td>
<td>Reads from a file</td>
</tr>
<tr>
<td>fwrite</td>
<td>Writes to a file</td>
</tr>
<tr>
<td>fgetc</td>
<td>Reads a byte from a file stream</td>
</tr>
<tr>
<td>fgets</td>
<td>Reads a byte string from a file stream</td>
</tr>
<tr>
<td>fputc</td>
<td>Writes a byte to a file stream</td>
</tr>
<tr>
<td>fputs</td>
<td>Writes a byte string to a file stream</td>
</tr>
<tr>
<td>ungetc</td>
<td>Puts a byte back into a file stream</td>
</tr>
<tr>
<td>fscanf</td>
<td>Reads formatted byte input from a file stream</td>
</tr>
<tr>
<td>vfscanf</td>
<td>Reads formatted input byte from a file stream using variable argument list</td>
</tr>
<tr>
<td>printf</td>
<td>Prints formatted byte output to a file stream</td>
</tr>
</tbody>
</table>
### A.2 File Access APIs in Ruby

<table>
<thead>
<tr>
<th>Class</th>
<th>Method Type</th>
<th>Function</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>I/O</td>
<td></td>
<td><code>vfprintf</code></td>
<td>Prints formatted byte output to a file stream using variable argument list</td>
</tr>
<tr>
<td>I/O</td>
<td></td>
<td><code>vsprintf</code></td>
<td></td>
</tr>
<tr>
<td>File</td>
<td></td>
<td><code>ftell</code></td>
<td>Returns the current file position indicator</td>
</tr>
<tr>
<td>File</td>
<td></td>
<td><code>fgetpos</code></td>
<td>Gets the file position indicator</td>
</tr>
<tr>
<td>Positioning</td>
<td></td>
<td><code>fseek</code></td>
<td>Moves the file position indicator to a specific location in a file</td>
</tr>
<tr>
<td>Positioning</td>
<td></td>
<td><code>fsetpos</code></td>
<td>Moves the file position indicator to a specific location in a file</td>
</tr>
<tr>
<td>Error</td>
<td></td>
<td><code>feof</code></td>
<td>Checks for the end-of-file</td>
</tr>
<tr>
<td>Handling</td>
<td></td>
<td><code>ferror</code></td>
<td>Checks for a file error</td>
</tr>
<tr>
<td>Operations</td>
<td></td>
<td><code>remove</code></td>
<td>Erases a file</td>
</tr>
<tr>
<td>on Files</td>
<td></td>
<td><code>rename</code></td>
<td>Renames a file</td>
</tr>
</tbody>
</table>

We need to redirect File Positioning APIs since the encrypted file may have a different size from the decrypted file. Therefore the redirection mechanism needs to keep track of the file positions of the DataSafe-protected files, similarly for the Error Handling APIs. Other file access APIs need not be redirected for DataSafe-protected file. For example, the `tmpfile` function that returns a pointer to a temporary file needs not be redirected since DataSafe-protected file will not be a temporary file. Overall, out of all 68 File Access APIs in C, 27 of them need to be redirected, as shown in the above table.
<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>sysopen</td>
<td>Opens the given path, returning the underlying file descriptor</td>
</tr>
<tr>
<td>bytes</td>
<td>Returns an enumerator that gives each byte in a file</td>
</tr>
<tr>
<td>each_char{block}</td>
<td>Calls the given block once for each character in a file, passing the character as an argument</td>
</tr>
<tr>
<td>close</td>
<td>Closes a file and flushes any pending writes to the operating system</td>
</tr>
<tr>
<td>each each_line</td>
<td>Executes the block for every line in a file</td>
</tr>
<tr>
<td>each_byte</td>
<td>Calls the given block once for each byte in a file</td>
</tr>
<tr>
<td>each_char</td>
<td>Calls the given block once for each character in a file</td>
</tr>
<tr>
<td>eof</td>
<td>Returns true if at end of file</td>
</tr>
<tr>
<td>_eof?</td>
<td></td>
</tr>
<tr>
<td>flush</td>
<td>Flushes any buffered data within a file to the underlying operating system</td>
</tr>
<tr>
<td>fsync</td>
<td>Immediately writes all buffered data in a file to disk</td>
</tr>
<tr>
<td>getc</td>
<td>Gets the next 8-bit byte from a file</td>
</tr>
<tr>
<td>gets</td>
<td>Reads the next line from a file</td>
</tr>
<tr>
<td>lineno</td>
<td>Returns the current line number in a file</td>
</tr>
<tr>
<td>lines</td>
<td>Returns an enumerator that gives each line in a file</td>
</tr>
<tr>
<td>pos</td>
<td>Returns the current offset (in bytes) of a file</td>
</tr>
<tr>
<td>tell</td>
<td></td>
</tr>
<tr>
<td>pos =</td>
<td>Seeks to the given position (in bytes) in a file</td>
</tr>
<tr>
<td>print</td>
<td>Writes the given object(s) to a file</td>
</tr>
<tr>
<td>printf</td>
<td>Formats and writes to a file</td>
</tr>
<tr>
<td>putc</td>
<td>Writes the character to a file</td>
</tr>
<tr>
<td>puts</td>
<td>Writes each element on a new line to a file</td>
</tr>
<tr>
<td>read</td>
<td>Reads at most length bytes from a file</td>
</tr>
<tr>
<td>read_nonblock</td>
<td>Reads at most maxlen bytes from a file using read(2) system call after O_NONBLOCK is set for the underlying file descriptor</td>
</tr>
<tr>
<td>Method</td>
<td>Description</td>
</tr>
<tr>
<td>------------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>readchar</td>
<td>Reads a character as with <code>getc</code></td>
</tr>
<tr>
<td>readline</td>
<td>Reads a line as with <code>gets</code></td>
</tr>
<tr>
<td>readlines</td>
<td>Reads all of the lines in a file, and returns them in an array</td>
</tr>
<tr>
<td>readpartial</td>
<td>Reads at most maxlen bytes from the file</td>
</tr>
<tr>
<td>reopen</td>
<td>Reassociates a stream with the another stream</td>
</tr>
<tr>
<td>rewind</td>
<td>Positions to the beginning of a file, resetting <code>lineno</code> to zero</td>
</tr>
<tr>
<td>seek</td>
<td>Seeks to a given offset in the file</td>
</tr>
<tr>
<td>sysread</td>
<td>Reads integer bytes from a file using a low-level read and returns them as a string</td>
</tr>
<tr>
<td>sysseek</td>
<td>Seeks to a given offset in a file</td>
</tr>
<tr>
<td>syswrite</td>
<td>Writes the given string to a file using a low-level write</td>
</tr>
<tr>
<td>ungetc</td>
<td>Pushes back one character onto a file</td>
</tr>
<tr>
<td>write</td>
<td>Write a given string to a file</td>
</tr>
<tr>
<td>write_nonblock</td>
<td>Write a given string to a file using <code>write(2)</code> system call after <code>O_NONBLOCK</code> is set for the underlying file descriptor</td>
</tr>
<tr>
<td>new</td>
<td>Opens the file and returns a new <code>File</code> object</td>
</tr>
<tr>
<td>rename</td>
<td>Renames the given file to the new name</td>
</tr>
<tr>
<td>truncate</td>
<td>Truncates the file</td>
</tr>
<tr>
<td>delete</td>
<td>Deletes the files</td>
</tr>
<tr>
<td>unlink</td>
<td></td>
</tr>
<tr>
<td>flock</td>
<td>Locks or unlocks a file</td>
</tr>
<tr>
<td>truncate</td>
<td>Truncates the file</td>
</tr>
</tbody>
</table>

Out of all 67 public methods in the `IO` class in Ruby 1.8.7, we need to redirect 44 of them, whereas, we need to redirect 7 out of 61 public methods in the `File` class, as listed in the above table.