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SecureCore
Vision

• Architectural foundation for trustworthy commodity 
products for mobile computing and communications
– commercial and military use

• Approach: Clean-Slate, Integrated, Essential, Minimalist 
architecture

• Integrated security architecture spanning hardware, 
software and networking subsystems:
– Secure Processor hardware (SP architecture)
– Least Privilege Separation-Kernel (LPSK) and SecureCore 

Security Services (SCSS) software architecture
– Ad-hoc network protocols and secure node architecture
– Architectural mitigation of Covert channels & Side channels

• Goal: Security without compromising performance, cost 
and usability



SecureCore: 3 thrusts and integration in Year 2

Security-aware Processor (SP) architecture  
• Designed Authority-mode SP processor architecture
that supports  dynamic security policies 
•Analyzed new software side channels due to hardware 
cache behaviour in computers, and designed two 
hardware cache architectures that block these channels 
without the need to change the software applications.

• Designed reduced-mode SP architecture
to enhance secure key management for 
sensor nodes, reducing Successful Attack 
Probability by an order of magnitude

Software Security Architecture
• Defined principal subsystem interactions for SecureCore Architecture Reference Design
• Designed Trusted Path Application for emergency response and dual use capabilities
• Defined new approach for confinement of emergency data 
• Developed new metrics and model for dynamic security

•Support SP hardware resource 
virtualization in Separation Kernel 
architecture for multi-level security 
(MLS) domains, without introducing 
covert channels. Ad Hoc Network Security Protocols

HW/SW Integration



HW/SW Integration: Support SP Virtualization
for Defense-in-Depth of Key Management

• LPSK provides separate partitions for different MLS security & integrity levels
– Enforces MAC policies on MLS-labelled keys
– LPSK virtualizes SP resources between partitions, avoiding covert channels, requiring new 

two new SP instructions
• SP provides hardware protection of critical master keys that enable

– Secure storage and handling of user key chains across devices (User Master Key)
– Concealed Execution Mode (CEM) when critical software uses these keys
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SecureCore Architecture Reference Design

• Key challenges 
– Allocation of functions and policies to layers 
– Translation/extension of minimal LPSK to support applications 

• Key Innovations: 
– Harmonious allocation of enforcement (SP and LPSK), virtualization (SS), 

and management (SS and TOS) functions 
– Factoring of MLS label support and MAC enforcement functions
– Exploiting separation kernel strengths for partition access control



• Trusted Path Application provides use-case driver for dual-use platform design
• Key Result: 

– Top-level design for trustworthy management of both 
• Day-to-day processing functions
• Transient access to emergency data

• Key Progress: 
– Integrating SP Authority Mode to provide in-depth security for emergency 

communications and platform attestation

Trusted Path Application for Emergency Response

Blue = regular

Red = emergency



Emergency Access Design
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• IT security metrics needed for risk and cost/benefit analyses by:
– Acquisition managers, system integrators, accreditors, etc. 
– Defined 10 factors determining system security, e.g

• Control transitivity of information flow - restrict unlimited propagation
• Locus of policy enforcement - which module(s) enforce the policy
• Granularity with which the principle of least privilege can be applied
• Support for dynamic policies - required for GIG, etc.

– Analyzed several MLS-capable architectures 
• MILS - significant in several current DoD programs
• Evaluated Policy - based on security kernel 
• Least Privilege - SecureCore security architecture

• Formal methods increase assurance of policy enforcement 
– Key Progress on new formal model for dynamic MLS security policy 

New Metrics and Model for Dynamic Security
 SECURITY ARCHITECTURES  

Security Factors MILS Evaluated Policy Least Privilege 

Intransitive Information Flow Trusted Subjects Trusted Subject + Categories Trusted Subject + Categories + 
Least Privilege 

Legend:  Colors indicate relative security: yellow is lowest, blue is highest 

 



Authority-mode SP processor architecture 
e.g., for emergency response

Hardware ArchitectureTrust Model

DescriptionSP Instruction

Initialize DAK register,
Initialize LSH register

Device Key Set
Auth Hash Set

TSM-only access to 
root hash in LSH reg.

Authority Hash 
Read

Create device-specific 
attestation keys

Device-Key Derive

Access protected 
memory (by TSM-only) 

Secure Load
Secure Store

Enter/Exit protected 
SP mode for TSM

Begin CEM
End CEM

SP hardware architecture enables:
• remote trust in SP-enabled devices
• dynamic security policies for 

emergencies (“transient trust”)
• hardware-enforced binding of 

policies to cryptographic keys
• transient access to third-party 

protected data, and
• reliable revocation of keys after 

emergency.



SP architecture provides Secure Key 
Management for mobile ad-hoc networks

• Nodes use their long-term keys to establish pairwise keys with other nodes for encrypting link 
traffic. If 2 nodes do not share a common long-term key, they use a relay node.
•When nodes are captured, their long-term keys can be pooled into a super-node and # copies can 
be made of this fabricated node.
• SP architecture protects these long-term keys, preventing fabrication of new nodes from captured 
nodes, and hence reducing the Successful Attack Probability on network links to negligible levels.

Reduced-mode SP architectureProbabilistic Key Mgmt
(smaller SAP is better)



Cache Side Channels and 2 HW Solutions
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Year 3 Plans
• Support Emergency Response and High Threat Incidents - transient trust

– Integrate Trusted Path Application with Authority-mode SP processor 
hardware support, and compare alternative approaches.

Secure System reference design
– Complete dynamic security

design for transient trust
– Complete the design for 

Security Services layer
– Complete the System Formal 

Security Policy Model (kernel 
+ services layers) 

Develop new metrics from our 
(yr. 2) measurement factors

• Design new Secure Processor (SP) hardware architecture for:
– Enabling a secure initial application state, dynamically
– Preventing memory-replay attacks with deployable

memory integrity mechanisms
– Reducing capacity of processor and cache induced 

covert channels

Design Secure Adhoc
Network Protocols with:
– joint end-to-end key 

management and 
routing 

– joint trust and resource 
management via back 
pressure

– Availability provisioning

Reference design
for

Secure OS 
and

Secure Processor



Backup slides



Backup: Interesting questions addressed 
in the slides

• Does the project support advanced features such as:
– Multiple emergency mode partitions?

• Yes, one for each group of 3rd parties who share emergency data 
– Multiple sensitivity levels in partitions? 

• Yes, but only in the trusted partition
– Movement of info between partitions? 

• Yes, for commodity and trusted partitions, as limited by TML policy 
• During emergency, emergency partition can read from lower-class partitions

• What is dynamic during an emergency?
– Emergency partition available to user only during emergency
– User may be provided more sensitive info only during emergency
– Key Result: TML constrains emergency behavior  



Backup: Measurement and Assurance
• Other Measurement Factors 

– Controlled interference
• New fine-grain control of trusted subjects

– Label-space scalability
• Support for lots of labels (e.g., Intelligence Community)

– Evaluation effort
• Are complex evaluations required?

– Cohesion of evaluation
• Are multiple evaluations required?

– Assurance via kernel control of  trusted subjects
• More assurance than application control 

– Locus of Dynamic Resource Management
• which module(s) provide dynamic resource 

management 
• Fewer is better, lower in the software stack is better

– because it limits cost of assurance



Year 2 Accomplishments: A Summary 
1. Key functions/services provided by SecureCore Kernel (LPSK & SS): 

• High-level specification for 8 Kernel interface categories 
• 40 Kernel interfaces

2. Defined 10 measurements to compare Secure MLS architectures –
SecureCore’s LPSK/SS scored better than MILS and traditional Security 
Kernels.

3. Integrated user-mode SP hardware architecture in Reference Secure 
System Architecture - new SP instructions allow covert channel-free use 
by MLS domains.

4. Defined new hardware (Authority-mode SP processor) and Secure 
Kernel and trusted services to support dynamic security policies for 
PDAs used by emergency first-responders.

5. Significantly improved security of mobile ad-hoc network key 
management mechanisms with sensor-mode SP architecture.

6. Identified very fast processor-based covert channels and cache-based 
side channels and designed two new hardware solutions.

7. Refined SP hardware architecture design via different usage scenarios:  
User-mode (year 1); Crisis response Authority-mode; Reduced-Mode for 
sensors, and MLS needs (year 2).



Broad Impacts

• Foundation for secure computing, secure 
information management and secure ad-hoc 
communications
– Emergency response / transient trust
– Contextual-adaptive security
– Dynamic coalitions
– Multi-use technology

• Decreased costs
• Broadens availability of security

– Economical
• Feasible transfer to commercial/military

– Research and education vehicle
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