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AbstractN Caches ideally should have low miss rateand short power. Also, currentdensities become higher, heating up the
access timesand should be power efficientat the same timeSuch  chip and causing hot spots more ea$lgth impactchip yields
design goals are often contradictory in practice. Recent findings and deviceifetimes.

on efficient attacks based orninformation leakage in caches have . . .
also brought the security issue up front. Design for security Another new and important aspect for cache design is
introduces even more restrictions and typically leads to Security Recent software cacHeased sidehannel attacks
significant performance degradation. This paper presents a novel Show that caches are highiyinerable to leakge ofcritical
cache architecture that can simultaneusly achieve the above information such as cryptograje keys.They rely only on the
goals. Specifically, cache miss rates are reduced with dynamic timing difference between cache hits and misses, and therefore
remapping and longer cache indices, accefime overhead are effective on all caches, impacting a wide range of platforms
overcome with astute lowlevel circuit design, and information  and usersSincesecuritysolutionsoften lead to very restrictive
leakage thwarted by a security-aware cache replacement  designtheytypically result in severperformancelegradation
algorithm together with the performance enhancing mechanisms. |n this paper, we show that security, performance, as well as
We present both theoretical analysis and experimental results, power efficiency can all be achieved togeth@ur proposed
using the SPEC2000 suite to evaluate the cache miss behavior, cachearchitecture camlso provideadditional benefitsuch as

and CACTI and HSPICE to validate the circuit design. Our 5t tolerance and hepotmitigation Our main contributions
results show that the proposed cache architecture has low miss

rates comparable to a highly associative cache and short access include:

times and power efficiency close to that of a direanapped cache. ¥ A novel cache architecture that canhancesecurity

At the same time it can thwart cachebased software sidechannel performance and power efficieyy simultaneously.
attacks, providing both legacy and securityenhanced software a ¥ Newinsights on achieving low conflict misses without

much higher degree of security. Additional benefitsthat the
proposed cache architecture can bringlike fault tolerance and
hot-spot mitigation, are also discussed briefly

increasing seassociativityor cache capacifypased on
the analysis of the miss behavior @fur proposed
architecture

Keywords- cache; computer architecture; security; side channel ¥ Detailed lowlevel circuit designshowing that our

attacks; performance proposed architecture can be implementgth short
access timeandpower efficiency.
. INTRODUCTION ¥ |dentifying, for the first time, that conflict misses can

Cache memory is an essential processor component for be largely independent of the cachepazty b a
overcoming the processmemory speed gap. Ideally, caches property ofour'proposed architecture and the basis of
should have both short access times and low miss rates to its many benefits
minimize average memory access deldgfortunately, caches Sectionll gives a brief overview aheinformation leakage

which achieve the best access times, tikectmapped (DM)  problem in caches.It provides necessa background
cachessuffer from highmissrates Fully associative (FA) or  jnformation on this new security problemand points out its
setassociative (SA) cachexchieve the best misates, but at jmpact on cache design. In sectibh, we presentighlevel

the cost of increased access times and power consumptiQftganization and architectural featuresoof proposedcache
Power efficiency is also a critical issue in cache design.ekow grchitecture. We also discuss the implementation $sanel
power dissipation means longer battery life fwobile devices. propose a new loMevel circuit design. In sectiotV, we
Higher power consumption causes heating and reliabilityanalyze andevaluateour new cacherchitecture in terms of
problems, which have become a limiting issue for achievingache miss rates, access times, power efficiency and security.
performancelncreasing faults and hspots are also concerns |n sectionV, we discuss additional benefits including fault
Despecially in the deegubmicron eraDue tothe shrinkingof  tglerance, hespot mitigation and further optimization for low

technology feature sise process variation increase the power. We review flated past work in sectiovil and conclude
number of faulty devices with excessive delay or leakagejn sectionVil .
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CNS-0430487 and CN®752961.
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II.  THEIMPACT OF SECURITY ON CACHE DESIGN performance, power efficiency, reliability, etc., cache designers
have to also take security into account, which typically
A. Information Leakage in Caches introduces even more restrictionsn cache designand

Recent attacks [6] have shown thain spite of software Compromises other design goals.
protectionssuch asaddress space isolation or secure Virtual
Machines, hardware caches in processorsintroduce Ill.  THE PROPOSEDCACHE ARCHITECTURE

interference betlweerprr(:grlqms apd #sersFor exa”?p'eh one In this paper, we show that a single cache architecture can

process can evict cache lines ol other processessingthem provide performance, security, power efficiency as well as

to miss in cachaccesse Such mterference happei the time many other benefits simultaneoushhe core idea obur new

gnd seeTeﬁgrgnletisto mz‘ls:;ip%ogle n dthg pahst. HO;\{:EV? cache architecturis to adopthe directmappedarchitecturgo
emonstrated by the rececachebasedside chann€altacks — j,nerit jtsfast cabe access time and high power efficierayd

critical information (e.g, cryptographic keysxan easily be extend this withdynamic memorgo-cacheremappingand a

Itea(ﬁdou'; due ttOSU(I:h 'corr;rznon cache b%h?tv'u; cor?ltrastt;o longer cache indexvhich enable it to achieve lower miss rates
raditional cryptanalysis, these cadh@sedattacks allow the 5,15 54 improvedecurity With a newsecurityaware cache

recovery of thefull secret cryptographic key and require mUChrepIacement algorithm (SecRAND), our proposed cache
less time and coputation power. Furthermore, theatiacks architecture can achieve the same degree of security as

can succeed on almost all processors with cadiese they RPcachf]. The performancenabling features alsallow

"ﬂy ﬁnly on |h|ts and mlsstthis\t Ocﬁg mt alla::hest. Such cache partitioningandlocking mechanisms to be implemented
attacks are aiso very easy 1o faunciremote computeaser efficiently without incurring the performance problerasin
can become an attacker without the need for special equipmeRt. Jiiional caches

B. Impacton Cache Design

Both software and hardware techniques were proposed
mitigate the information leakage problem dache. Software
technigues mostly involve rewriting the cameprevent known
attacksfrom succeethg. One software solution is to avoid
using memory accessing operatidi$ (e.g., replacing AES
table lookups with arithmeti@nd logical operations The
performance overhead however can be very high and t
method is not generally applicableAnother software
countermeasure preloadbjecs into the cache before any use

A. Dynamic Remapping and Logical Direct Mapping

0 The proposed cache implemedimamic memoro-cache
remapping meaning that a memory block can be mapped to
any desired cache line at run time. Logically, this can be
achieved by using kevel of indirection. The index bits of the
address are first used to lookup a ReMapping Table (RMT),
which returns the index of the real cadine that the address is
hﬁapped to. By changing the contents of an RMT entry, an
address can bemapped to amrbitrary cache line. The RMTs
are updated seamlessly by the cache replacement algdithm
YWhenever a cache line replacement occurs, the corresponding

Iealﬁing no infqrmatE[(rJ]n[l,3].| szjis dapprgszT d hbowev_ert igol'; RMT entry is updatedn practice,however,an extra level of
really secure since the preloade ob;' uld e EVICIed by i girection is undesirabldn sectionlll. D, we show thathe
other memory references at a later time, which indefeeh .

occurs Researchers also . |9]directioncan be avoided by clever circuit implementation
i proposed to use alternative tables [3,7],
table permutation [7] andlgorithmic masking B] to mitigate The proposed cache also adopts the dimegpped
cachebased attacks. Such methods however normally lead trchitecture to inherit its fast access time and power efficiency.
significant performance degradation, e.g., 2~4x slow down ifo avoid excessive conflict misses,langer cache indexs
the case of AES [7].In general, we observe that software introduced. Unlike in traditional direchapped caches where
countermeasures normally incur significant perfance using more index bits exponentially increases the cache size,
degradation, and are often not secemoughdue to the the proposed cache exploits the dynamic meswwoache
behavior of the underlying hardware cache. Software methodsapping to achieve low conflict misses without increasing its
alone are not sufficient to provide secure yet high performangghysical size This is illustrated in Fig.1Assuming that the
mitigation of cachebased information leakage cache contains"2hysical cache lines, it usesk index bits
rather tham index bitsas in a traditional direghapped cache.
This is conceptually equivalent to mapping the memory space
to a largelogica directmapped cache with"2 lines, referred
t8 as theLDM cachein the rest ofthis paper.Note that the
LDM cache does not physically exist and is introduced only to
facilitate the analysis and discussion of the proposed cache
architecture.The dynami remapping mechanism enables the
proposed cache to adapt to store the most usefide at run
time, rather than holding a fixed set of cache lines and missing
on others. To remember which lines in the LDM cache are
stored in the real cache, each phgbicache line is associated
with a Line Number register (LNreg), which stores thekj-
bit line number of the corresponding logical cache line in the
In summary, the information leakage problem in cache$DM cache. An LNreg physically implemeng entry of the
introduces a new challenge in cache design. In addiio ReMapping Table (RMT)and changing the lineumbers

Hardware methods werdsa proposed. Cache partitioning
(Partitioned cache[8]) andache line locking(PLcach§])
prevent undesirable cache evictions if the objects are put into
private partition or locked in cacheespectivelythus helping
to achieve constant execution 8mRPcache [9]used a
randomizatiorbased approach,allowing interference but
randomize it so that it carries no informatiomhe drawback of
cache partitiomg and cache line locking isache under
utilization. Cache lines that are locked or belong tpri@ate
partition can not be used by otheopesses even when they are
unused. The randomizatiofbased approach can adocache
underutilization.
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Figure 2. Supporting multiple logical RMTs

stored in an LNreg maps another logical cache line to the memoryto-cache mappings if they are attached to

physical cache line. Although we assuniec&che lines in the

above discussion, the number of cache Im@sour proposed
cache can be any numi2not necessarily a power of tvilbas
longass < 2",

An RMT stores a memortpo-cache mapping. For security
as well as performance reasons, it is desirable to have multiple
mappings, each of which may be used by one or more

processesNote that #&hough logi@lly multiple RMTs are
required, they are physically implemented withone set of

LNregs This is becausat any time for each physical cache
line storing a logical cache lin@nly the entry of the RMT

different context RMT IDs

¥ Each LNreg contains RMT_ID field of d bits and a
line_numfield of n+k bits.

¥ Each cache line also has R flag bit, indicating
protected cache lines. Each Page Table Entry (and/or
segment descriptor, if implemented) also has a PP flag
bit, indicating a Protected Pagehis memory marking
mechanism is similar to R&che [9]

¥ A replacement algorithm is needed on cache misses.

associated to the logical cache line needs to be stored in the CONtéxt RMT_ID This identifies a hardware context,

LNreg. The correspondingitries in all other RMTs are invalid

since theselogical cache lines of thether RMTs arenot

mapped to the physical cache line. Eighows how a single set

of LNregs implement multiple logical RMTd o distinguish
which RMT the entry in an LNreg belongs anRMT _IDfield
is included in each LNreg in addition to tivee_numfield.

B. A Summary of the Proposed Cache Architecture
Our proposed cache architecture (RBpis very similar to

specifying which RMT is used by a process. A process that
needs to be protected against information leak from other
processes should use a difnt RMT. The OS is in charge of
associating a process with a RMT_ID when the process is
assigned a hardware contéxit execuion.

Address decoder and LNregm a traditional cache, the
address decodén essenceests a set of conditiongiflex ==
0?), (index ==1?), E (index == 2"-1?) that compare the index
with a series of constants (0 throughl) and selectone

the traditional direemapped cache architecture, with somecache line based on the outcoofethese comparisonsn the

significart differences summarized below:

proposed cache, the address decoder tests a similar set of
conditions, excepthat the condition is a variable, viz., the

¥ The address decoder of the proposed cache is modifiegntents of thé™ LNreg, [LNreg], fori = 0, 1, E, s-1. The
to implement dynamic memotp-cache mapping. The address decoder activates a cache line ifRNE_ID fieldin

LNregs are integrated into the address decoder.

¥ More address bit:)+k, are used as index to access
cache of sizes <2 A memory address is mapped

into a Logical Direct Mappedache of size ¥, and
dynamically remapped into the real cache of size

LNreg matches thé-bit Context RMT_IDandif the line_num

gfield in LNreg matches e n+k index bits. The LNregs are

updated when cachine replacements occur. The new lineOs
context RMT_ID and index bits are weh to the RMT_ID
field andline_numfield respectively.

¥ The number of cache lines is not necessarily a powet  The SecurityAware Random Replacement Algorithm

of two; it can be ang < 2" .

¥ Each process is attached toantext RMT ID which
specifies theRe-Mapping Table (RMT it will use.

Unlike in traditioral direct mapped cacke a cache
replacement algorithm is necessary in the proposed cache due
to the dynamic remapping. During a cache miss, h¢

Different processes therefore can have differenteplacement algorithndetermines which physical cache line

should be selected for holding the new logical cditee Since
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Figure 3. Our proposed cache architecture

replacing the logical cache line that the physical cache line

TABLE I.

DEFINITIONS AND NOTATIONS

holds normally means mapping a new memory address to the

physical cache line, the LNregq., the physical realization of

Notation

Description

the logical RMT entry, which stores the corresponding
memay-to-cache mapping) of the selected physical cache ling

Cc

The cache line selected byet address decod
(during a cache hit or a tag miss)

needs to bepdatel accordingly There are two types of misses,

index misseandtag missesin the proposed cache. Amdex

missoccurs if none of the LNregratches the given RMT_ID
and indexNoneof the cache lines is selected in an index miss
A tag missoccursif the index hits inoneLNreg, butthe tag of

D The memoy block that is being accessed.
R The cache line selected for replacem@ittim).

The protection bit of X. If X is in a cache line, it
Px the P bit of the cache line. Otherwise idistermined

by the PP bit of the page/segment that X belongs

the selected cache line does not match the addresA tag.

cache_access(C)

Access C as in a traditional Direct Mapped cache

missessentiallyis the same as an ordinary miss in a traditional
directmappedcache whereas the index miss is a unique type

victim(C)

Select C as the victim line to be replaced

of miss inour proposed cacheSince an index hit means the
match of the RMT ID, tag misses only occur within the same

victim(rand)

Randomly select any one out of all possible cq
lines with equal probability

process or among processes using the same Riddx misses

replace(R,D)

Replace R with Dupdate LNreg

occur early in the hardwarépeline during address decoding,

gvict(R)

Write back R if it is dirty; invalidate R.

before the tag is read out and compared, and this early mis

signal could be used by the pipeline control logic to improve

mem_access(D)

Access to D without caching it

performance.

Cache hits (f column in the flow chart) are handled as in a
ditional cacheWhen a cache miss occurs, if the LNreg of a
cache line C matches the Context RMT_ID and index of the
emory block D, then this is a tag miss. As a tag miss always
icates a matching RMT_ID, lines C and D must use the
same RMT, which usually means thagyhbelong to the same
process.We call this interferenceinternal to a process or
processesn the same security grouff neither the incoming

The replacement policies for the two types of misses arg
different as we show in Fig.4The tag misses are conflict
misses in the LDM cachsince the addresses of the incoming
line and the line in cache have the same index (as well as t
sameRMT ID) but different tagsBecause in a direchapped
cache at most one cache line can be seleateany time, no
two LNregs can contairthe same index (and the same

RMT_ID). _Therefo_re elther _the ongma_l Ilne' In .cache 'S line (D) nor the selected line (C) is protected"t2column),
replaced with the incoming line or the incoming line is nOtmeaning that the interference is harmless, thes isisrandled
cached.For index .missefs, the new memory blpd( can replacﬂormally like in a traditional cache. If e:ither C or D are
any cacheine. Wh'.le various rgplacement policies can be use%rotected (@ column), meaning that the interference may leak
to choose the desired victim line to be replaced, we propose g isicq| information, the replacement algorithm randomizes
hew modified random replacement pohcy, V.Vh'Ch. we Ca”the cache interference due to the conflict between C afwD
SecRAND, r the proposed cache, which provides ImIC)rovedavoid informationleaking interference, D does not replace C,

;ec%rg\yNSs W?” as eﬁcezlerp;?rr]form_lgﬁce.ﬁgﬁ T.hOWS. thel nd since in a tag miss D can not replace cache lines other than
ec replacement aigorithm. 1he caché linés INVOlVeq p 5 gent directly to the CPU core without being put in the

and t'he procedures used in the replacemegoridhm are cache. On the other hand, since a miss should normally cause
described in Table
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Figure 4. New securityaware random cache replacement algoritt

an eviction, a random line is evicted which OsubstitutesO for theade flexible by using switches. The switches can be
eviction of C as well as randomizes the interferetberwise  controlled to connect different address bits or predecoded bits
the old cache lines tend to stay in cache and new cache linsthe inputs of the logic gates, thus making the logic flexible.
will not get cachedlf the miss is not a tag miss, itis anéxd Fig.5 shows a comparison of theaditional address decoder,
miss (4" column) D none of the LNregs match the RMT_ID the RPcache decoder and our proposed deatesigned for an
and index of D. In this case, C and D may or may not belong texample cache configuratiomn a real implementation,the

the same process. Since for an index miss the new memoexact circuitry may varglepending on the cache organization,
block D can replace any cache line, a cache line is randomthe circuit style (e.g., static logic or domino log&h)d the
selected (with gual probability as in the normal RAND) and fabrication tehnology,but the same principkestill apply.

evicted. The interference caused by an index miss therefore is

. . . . In the RPcache, the static connectionsthe traditional
gl(:\::?:\)’lzNIgaglg?)??tlliridWilIDbeetZIil\?gn ir?esCeL::rtlitgv Snalyas of theaddress decoddetween the outputs of thet@8 predecoders

and the inputs of the final NOR gates in the address decoder are

. replaced with dynamicannections via switches controlled by

D. Implementation Issues its permutation register§PR) For each switch, a NAND3 is
The proposed cache isryesimilar to a traditional direet used to generatiés control signal. For every 3 address bits, 8

mapped caché& implementationexcept for the new address switches and 8 NAND3 gates are needed. The more heavily

decoder and the new SecRAND replacement algoritwe  |oaded predecoded lines, due to thraim capacitance of the

now discuss their implementation issues. switches, may be segmented wdilplicateddrivers.

1) The new address decoder design: In our new design, rather than controlling the connections

According to section IIB, the addess decoder of the new between the predecoded lines and the inputs of the final NOR
cache essentially performs an associative se#frttte LNregs, gates, we control the connections between the addressatides
looking for a match of the index bits of the address and ththe inputs of the decoder. TheB3redecoders are removed and
RMT_ID (n+k+d bits in total). A traditional way to implement their logic corresponding to each ro&va NAND3 gate, is
associative search is through Conténtressale Memory  moved to sit besideachword line driver. The switches control
(CAM) [15][16], i.e., the LNregs aramplemented as a CAM how address bits are connected to the NAND3 gate, and thus
array. CAM search however is slow and consumes moreontrol which cache line is activated given an index. This
power.As shown i [16], the word length of each CAM entry implements the dynamic memety-cache mappingAs shown
is limited to 6 bits to achieve a delay comparable to that of m Fig.5, he hardware required wur proposed design.e., the
traditionaldecoder. Furthermore, having a separate CAM arragwitches and logic gateis lessthanin the previousRPcache
requires routing its output to the main cache array. This couldesign In actualcircuit implementationsthe load on thdéong
impact cache access time even more since routing delay hasres as well as the inplihes of thelogic gates that the long
become a dominant factor of the overaltheaccess latency. wires drive is also lower in our proposed desigecause of
fewer switches and smaller switch siz&8iceour cachehas
longer index bits, the aput of the NAND3 gate corresponding
to the extra address bits needs to be ANDed with the output of
the NOR gate. This is done by replacing the first inverter in the
word line buffer string with a NAND2 gate. By properly
adjusting the transistor sizes dfet NAND2 gate, no extra
delay is introduced. Compared with the RPcache address
decoder design, ourew approach requires less hardware for
implementing switches, has lower loading of the long svire

We now discuss two alternative implementationsour
previous RPcache address decoder desigh and our new
proposeddesign.Both designsintegrate thecomparison logic
into thetraditionaladdress decod@nd avoid the drawbacks of
the CAM-based designThe core idea is tonake use of the
existing logic and routing of the traditioreddresslecoder and
maintain similar timing characteristicslo implement the
dynamic memonto-cache mapping, the logic in the traditional
address decoders that generate wiorel selection sigals are
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and routes address lines instead of predecoded lines tleng and the data array may be sepedatrequiring wo sets of
edge of the memory cell array, reducing the number of longddress decoders. Theerhead will be 5.8% in this case.

wires and improving power efficiency. 2) Implementation issues of SecRAND:

Sinceour new proposed decoder design is largely based on Compared with other commonly used replacement
the traditional decoder design, the extra implementatiomlgorithms such as LRU, pseudo LRU and FIFO, the random
overhead is minimized. The extra ovesld for combinaticl  replacement algorithm requires theast hardware cost to
logic is very low.In the example shown in Fig.for each implement, due to its stateless nature [25]. Similarly, our
cache line that probably contains several hundofdsemory ~ SecRAND is stateless and enjoys the same advantage.
cells and port switches, the extra circuits required only includglthough SecRAND requires condition checks, these checks
3 NAND3 gates, 10 inverters and 18 switches, alidhese are simple and stateless, thus can be trivially implemented with
devices are about the minimal size since they are all minimallgimple combination logic. The security of SecRAND relies on
loaded. The overhead for storage, i.e., the LNregs, is also lowhe quality of the random source. This requires a true or pseudo
We assume that the LNregs dm@l outbeside the memry cell  random number generator (RNG or PRNG) on chip. The
array and implemented with the same memory cellseS#ach  design of these is outf-scope for this paper. Furthermore, we
cache line is associated with one LNreg, the overhead efssume that foany system interested in security, a good RNG

LNregs relative to the overall cache storage(n+k+d)/M, or a PRNGe.g.,[26]) is already implemented.
wherenk,d are defined as in Fig, M is the total number of

memory cells in each cache line including data, fiags and
ECC bits For example,ri a64KB cache with 64bit address
and 64byte cache line sizew=10. The v_alue OM varies sincé A parformance: Cache Access Time
the numbers of tag, flagand ECC bits are implementation i

dependent. As a rough estimation, we assume there are ~50 bits | '€ performance of a cache architecture depends on short
in total for tag/flagECC bits and therefore M64x8+50=562. If acczl'-.\ss tlr:neg and low m|ssﬁ' rlat?]s. We uTe CACTI B 1D q

we allow 4 RMTs and wish to achieve good performance, wgXplore the design space the optimal accss times an

can choosei=2 andk=4. The relative overheaaf storagewill power consumptionThe codecorresponding to the address

be 16/5& ! 2.9%. In some cache implementations the tag arragt:“mderiS modified to modethe logic shown in Fig.5More

IV. ANALYSIS AND EVALUATION
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accurate transistor level simulation is also performed usingiisses as well as conflict missésowever this is often not
HSPICE. The transistor netlistcorresponding tahe circuit  feasiblein practice due to the lingt silicon real estatbudget
usedin CACTI are constructedvith the 65nm Pedictive In contrastwe show for the first time, that conflict misses
Technology Model (PTM]17]. To accurately model the long o W P -
wires in the decoder circuitry, we manually extract thec‘ﬁlm be r:argelylndglpender;t .Of cacPeapachy Our analy5|3
parameters of long wires basedtbe geometrical inforntean shows that, regardiess of Its real capacitpur propose
generated by CACTMWe focus on fast L1 caches since theseNeWC"’.u.:heW'th an (+k)-bit mdexhasl'esr?ﬁs:onfhct m'lssethan

are more impacted than L2 and L3 caches.6Fapows the a traditional dwect—mappeq cache with™2 cache IlnesThe
results on overall cache access time generated by CACTI. Tttl(étal nu.mber of misses in oewcachehas the following
extra delay introduced by owroposedcache, refeed to as bounds:

ONewach® in the discussion belowis always within 1% |\isqNewcache?")|" [CompulsoryMisk+ |CapactiyMis¢2")|

range of the access time of a traditional direeppped (DM) L ek

cache. We also compared the access times of commonly used + [ConflictMisgDM,2™)| @
setassociative (SA) caches that arev@y, 4way or 8way set ; n ; n+k :

associate. The OfastO caches are optimized for speed wheré“r!t%ss(l\lewcaCh62 )| # max{ [Mis(DM, 2™ MissFA 2} (2)

the Onormal® caches are optimized for both speed and powéereMisgArch, Sizg denotes the set of misses in a cache of
efficiency. The data are generated by configuring CACTI withtype OArchO with a capacity of OSae®D|Alis the number of

fast mode and normal mode, respectively. Although a fast SAlements in set ADetdled analysiscan be foad in Appendix
cache could have arc@ess time close to that of our cache, theA. In equation {), the left side ofthe equation can be
power consumption is significantly high& up to 4 times decomposed to the same first 2 terms as the right side plus a
higher tha our Newcache, as shown in Fit).Tablell shows third term: ConflictMis§Newcache"). Hence, {) shows that

the HSPICE resultsfor a traditional direemapped cache the conflict misses afurnewcacheis less than or equal to that
versus our proposed Newcaclhe all cases, lie extra delays of a directmappedcachewith 2" cache linesIndeed, as

are no greaterthan 5ps, whichis less than 1%f the overall verified in the next section, this bound is asymptotically tight

access time and is a good approximation of theie miss rate inreal
configurations. This means thathe conflict misses ofour

TABLE Il.  HSPICERESULTS ONADDRESSDECODERDELAY proposedNewcache ardargely independent of its actual cache

8KB 16KB 30KB 64KB capacity.The conflict miss?ks anedeeddependent on the size

Traditional DM l0.149ns |0.149ns 0.226ns 0.192ns o_f the r!argey LDM cache2™ rather than on the_actual cache
Newcache 0151ns 10.151ns 0.230ns 0.197ns size, 2". This property of our proposed caclgéves cache

designes the abilityto control the conflict miss rate at the
desirable level by choosing the propemter of index bits,
B. Performance: Cache Misste Analysis while choosingthe capacityindependently based on cost or
1) Theoretical analysis ofcher needsIhi§ gvoids the speeq and power penalty due to
Cache misses have been classified as compulsory miss@¥gher &sociativity and allows finergrained control on
capacity missesr conflict misses. Compulsory misses (e.g., allocating capacity to the cache and making the bgst use of the
on a cold start) are common to all cach@apacity misses (e.g., "eSource This property alsoenables other benefits that
when the programOs working size exceeds the size of the cadhglitional caches can not provide, as we will show in section v
only depend on cache sizeonflict misses have been shown to
depend on the cactwrganization (e.g., seissociativity and For experimental confirmation of miss rates, siulated

capacity.To reduce conflict miss rate, traditionalway is 0 oy proposedNewcache and traditional direct mapped (DM),
increase associativitjlowever thisimpacts cache access time segassociative (SA) and fullgssociative (FA) caches on a

and power efficiency. Increasing capacity can reduce capacigyyche simulator derived from sioache and sircheetah of the

2) Simulation results



simplescalar tookt [24]. We run all 26 SPEC2000 benchmarks heavily loaded. As ouNewcacheis directmapped only a

for 1 billion instructions with appropriate fast forward countsminimum number of subarrays need to be activateéach
ranging from 2 million instructions t@ billion instructions. accesswhich minimizes the power consumed on word lines
Fig.8 illustrates the accuracy of the bounds we derired and bit lines, givinghe low per access energy.

equations (1) and (2he bounds are normalized to the real
miss rate to show the relative accuracy. The simulation is dorE'A
for our proposed cachegth 64-byte lines fom =6 to 10 (i.e.,

4K bytes to 64K bytes capacity), with cache indices that ar %. This is because the percent of energy consumed by the

k=3 to 4 bits longer. Except foone point, the bounds are o ) . .
always within the 10% range of the real miss rate, and WheéWOd'f'ed structures irour proposedNewcachearchitecture is

n+k ork gets larger, the accuracy increases. Indeed, the deriv V- The nevaddress decodéexcluding word lines since they

: : . < .afe not changedgonsume just a few percenmore han a
?Buﬁgzsavr\;;riy;qztr(\)illgizIgrggh(;[' meaning that the equality Irfi:aditional DM cache, and the whole decoder power

consumption is normally less thafe%of the overall dynamic
power. The LNregs consume little power becaukey area

Fig.7 showsthe dynamic read energy data generated by
CTIl. The impact of the changes on the overall power
onsumptioncompared to DM cachds very lowb less than

115 . .
A small amount of memory compared with the size of the cache
” N — and have low switdhg activities D the conterg of LNregs
% \ ——, . need to be changeshly during an index miss~urthermore
g ' —— — unlike accesss toother memory cellsnostaccesss toLNregs
g 0ss do not involhe powerconsuming bHine charging and
4 os —— Upper Bound discharging Only writes to LNregs require tline operations,
= e real Newcache which occur only when index misses happ€he increasén
08 Lower Bound leakage power in ouewcache is mainly due to the memory
P A P cells in LNregs, which is small relative to the overall cache.
MR MR Hence, the leakage power increase is also very low.

Figure 8. Accuracy of miss rate bounds Fig.9 shows the results comparing theverall power
consumption normalized to ourNewcache. We compare
traditional SA caches as well as advanced low power SA
cachedthe waypredicting (wp) SA cachdzor example, OSA

4w LRU wp0.70 means awhy setassociatie waypredicting

Tablelll compareghe miss rates adur Newcache witlhe
DM cacheand the 2way and 4way SA caches with LRU
replacement. FA caches anew@y SA caches with RAND
replacement are also included to show the effectivenessrof cache with prediction accuracy of pand LRU replacement
SecRAND replacemenalgorithm. The lowest miss raie each  algorithm All caches are 32KB with 64Byte cache En&he
column is highlighted in bold (and normalized to 1 in miss rates of the cache impact the overall system power
parenthesis). The miss ratesoofr new cachesare in thelast 2 consumption. A higher miss rate means more accesses to the
rows B our Newcache almost always achieves the lowest miS$arge‘ caches or the main memory which consume more power.
rates achieved in eaciolumn by traditional caches Our Newcache is more power efficient than the others due to

its low miss rate and low per access energy. On average, the 4
C. Power Efficiency Analysis way SA cache consumes 61% more power tharNewcache,

We analyze tie power efficiency othe proposedcache the 2way SA cache 20%nore, the DM cache 8% more, the
with regard to two aspectthe per access energy of the cacheWay way-predicting cache 16% and 6% more with 0.7 [22] and
and theoverall power consumption. The cache miss rates ar@-85 accuracy[23], respectively.
obtained from simulédn of all SPEC2000 benchmarks. The
power penalty of misses, i.e., the per access energy of L2 cache Security Analysis
is obtained using CACTI 5.0 Modern caches are usually The proposed cache adopts the randorim'zaapproach
organizedas a set of subarrays @chieve fastiming andlow  ysed in RPcache®n cache misses to mitigate information
powerdissipation. The main sourcesdynamic power include |eakage. The SecRAND replacement algorithm essentially
the power for routing address bits in and data bits out via Hachieves the equivalent randomization effect on cache misses.
trees, and the power on word lin@sd bit lines since they are We therefore show a similar analysis to prove the security of

TABLE lll. CACHE MISSRATESWITH DIFFERENT ARCHITECTURES AND REPLACKIENT ALGORITHMS (NORMALIZED RESULTS IN PARENTH{SIS
4KB 8KB 16KB 32KB 64KB

DM 0.133 0.093 0.068 0.055 0.048

SA-2way, LRU 0.101 0.075 0.057 0.045 0.041

SA-4way, LRU 0.096 0.068 0.053 (1) 0.042 (1) 0.040 (1)

SA-8way, RAND 0.095 0.071 0.054 0.044 0.041

FA, RAND 0.090 (1) 0.067 (1) 0.053 (1) 0.044 0.040 (1)

Newcache k=4, SecRAND 0.093 (1.033) 0.068 (1.015) 0.054 (1.019) 0.044 (1.048) 0.041 (1.024)

Newcache k=6, SecRAND 0.090 (1) 0.067 (1) 0.053 (1) 0.044 (1.048) 0.040 (1)
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our Newcache architectur&imilar to the analysis dRPcache  cache line/set is now shared by more memory addreEsey
we model the irdrmation leakage channel as a classic discretalso increase the number of capacity missiese the faulty
time synchronous channel. The input symbol of the channel ifnes reduce cache capacifjhe proposed cache architecture
the line number of the cache line accessed by the victim thaan provide fault tolerance in a similar mannesing
would cause an eviction and the output symbol is the lineemappingbut with better performancés shown in section
number of cache line for wth the attacker observes an IV.B, due to the dynamic memeotg-cache mapping obur
eviction. Note that the same physical cache line may havdewcachearchitecture, a cache of sizewith p faulty cache
different line numbers from the victim and attackerOs points ¢ifies is equivalent to a cache of sip, which has the same
view (e.g., inthe proposed cachethey may use different conflict miss rate as showwy (1). In other words, faulty cache
RMTs). To make the capacity of this channel zetlble lines inour proposed cache only increase capacity mjdses
randomization should meet the following requiremfont all not conflict misses

protected cache lines:

Normalized Overall Power
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Fiaure 9:Combarison of the overall nower consumntion

Hot-spot mitigation Due to spatial and temporal locality,
P(li) =P({®), $ i,,jO (3)  the references to a smalimberof cache lines account fear

- - . . majority of the total cacheeferences. The more frequently
where P(J||)':I'3r(output:1.||nput:|). In other words, gIVen an  sccessed cache lines generate more heat, causing hot spots
access at line by the victim that would cause an evictihe g, cn ynevenly distributed cache line accesses however are

attacker can observe an eviction at any line number with equf‘Hostly avoided in our proposedewcache. The SecRAND
probability. From the attackerOs point of view, although th(; lacement algorithmmaps memory blocks to randomly
attacker can observe a cache eviction, he has no idea whigloceq physical cache lines, which avoids clustering of

cache line was accessed by the victdalow we show that the frequently accessed cache lines.
propo®d cache meets this condition. Given a cache miss that
causes eviction, the following cases need to be considered Optimization for power efficiencyWith the ability of

. . ) . . " mapping memory blocks to arbitrary physical cache lines,

a) The miss is arindex miss. According to Fid. (4"  Newcache architeate can also facilitate low power design.
equal PTObablhty In other ards, for any victimOs access thatprogramOs Worklng set, the power efficiency of the cache can
would cause an eviction, all cache lines have the samge further improved with minimal impact on performance. An
probability to be evicted, i.eR(j|i) = P({), $ i,j,jO analysis similar to that in théiscussion of fault tolerance can
show that turning off cache lines in the proposed cache will

b) The miss is a tag miss that involves proteatadhe causdewer additionatache misses than in traditional caches.

lines. As shown in Fig. (3% column), the line tde evicted is
also randomly selected with equal probability, i.e., Benefits for cache partitioning and lockingn traditional
P(li) = P ), $ i,j,jO caches such as sa$sociative cachgsache partitioning is not
o ) trivial and has many restriction7). A setassociative cache
Clearly, theproposedSecRANDrandomizatiormechanism  can be partitioned in two ways: horizontal partitioning and

satisfies (3 and thus achieves zero channel capacity vertical partitioning. Horizontal partitionindivides cache sets
into subgroups, each of which formpartition. One issue with
V. ADDITIONAL BENEFITS this scheme is that the number of cache sets in each partition

has to be a power of 2. This severely limits the flexibility of
choosing a partition size. In addition, the address decoder has
to be redesigned so that it can be rdigured to index
different numbers of cache sets. Vertical partitioning partitions
cache OwaysO (degrees of associativity) into subgroups. As

Fault tolerance Memory-to-cache remapping is a common
technique used in fautblerant cache desigrn traditional
caches, anemory blockmappedo a faulty line/seis statically
remappe& to another good line/set [1P4]. Such schemes
increag the number of conflict iesessince theremapped



most caches have limited associativity, the number of partitionmdependent conflict misseand can bring additiml benefits
can be very limited. In addition, the partitiohsve lower including fault tolerance and hepot mitigation.
associativity than the original cache, thus incurring higher

conflict miss rates. Cache line locking is a more flexible way to VII. CONCLUSIONS
OpartitionO a caches in PLcachg9]. It however also suffers . . S
from higher conflict miss rates. In a setsociativecache, the In addition to high performanandlow power dissipation,

locked line(s) in a cache set reduce the effective associativity SECUrity has become a critical issue for cache design due to its
the set, thus incurring more conflict missés contrast, as susceptibility to software sidehannel attacks. Whileegign

shown in section IIj our Newcache does not have restrictions for security and design for performarare usually at odds, this
on the number of physical cache lines in a cacherefbre papershowsthat it is possible to have a cache architecture that
cache partitioning and locking mechanisms built upm 5|mul.taneously improveboth security and performané&eand
proposedcache has the highest flexibility in allocating cache@lSO improves on power consumptidaulttolerance and he
lines to a partition. Moreover, as showntire discussion of SPOt mitigation.We hopethis motivatesa rethinking of cache
fault tolerance, pariining a cache incurs fewer additional @1d computer design, based on improving security without
cacte misses irour Newcache than in traditional caches, thusSacrificing other design goals like performance and power

providing better performance. consumption.
We presented novel cache architectumehich combines
VI.  PASTWORK dynamic emapping of multiple larger Logical Direct Mapped

ches to a single smaller physical cache using extra index bits,
ardware context awareness, a sSigwaware random
replacement algorithm and a physical design that does not
increase cache access laten@ur results show thabur
eproposedNewcachearchitectureis as fast as a direnotapped
cache has a miss rate as low as that of a higtdygociative
ache and isas power efficientas a direetnapped cacheAt
b%e same time it can thwart caeh&sed sofvare sidechannel

The past work on mitigating cache based side chann
attacks have been reviewed in sectibn With respect to
performance and power efficiency, past reseagfforts
focused mainly on the following aspec® reduce conflict
misses, the victim cache [18] allows conflicting lines to b
stored in a small FA cache. The hashash cache [19] and the
columnassociative cache [20] use a different indexing functio

when a conflict miss occurs such that the missing line can tacks, providing both legacy and secusbhanced software
put into an alternative location. These approaches can mainta P 9 gacy

fast cache access time, but the performance improvement qsmug:h higher degree of security.can also bring agjdit!onal
limited. The adaptive groupssociative cache[21] can benefits such as fault tolerance and -$@dt mitigation.

dynamically albcate cache holes for conflicting addresses td: L:jréhirﬁ\&v:nsthgfwitgat Lhiiig?ﬂc';t r;éists raeufa%ﬁaneévﬁﬁggi I-Sfine
reduce conflict misses. Cache holes are lines with indices th P pny pacily, 9 ’

have little usage. However, it incurs penalty for accessingralneOI cache resource utilization.
reallocated cache lines even for hits, unlike our solution. The

B-cache [16] employs programmable address decoder with REFERENCES
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APPENDIX A =|CompulsoryMisf+ |CapacityMis£2")| + [ConflictMisgDM,2")| "
In this analysis, w consider three cache typesy proposedNewcache, DM
and FA,as explainedn Table A.We assume LRU replacement policy for FA proof of the lower bound(2): As mentioned earlier isection I1l, at any time
caches andNewcache for the ease ddnalytical aralysis RAND and  the real physical cache stores a subset of the cache lines in the conceptual
SecRAND algorithm should lead to similar properties in a statisitcal sense| pyv cache. Therefore, given an arbitrary memory address, if it hits in the
since they statisicallppproximate LRUeven though each cache line can be physical cache, it must also hit in thBM cache. On the other hand, if itsi
evictedwith equalprobability in each individual cache miss, statistically the , the LDM cache, it may not necessarily hit in the physical caitewill
more frequently accessed lines have higitebabilityof residng in the cache  1yiss if the line being accessed in M cache is not yet mapped into the
anda cache line residg in the cache without being accessed for a long time physical cache. We therefore hgutissNewcache”)| # [MisgDM,2™)|. On
hasahigher probabilityof beingevicted. the other handThe promsed cache should have higher miss rate than the fully
Proof of the upper bound (1): The proof of theupper bounds based on  associative cache of the same size since it has conflict misses that the fully
three facts. We firstefine the terms that will be usethereuse distancd is associative cache does not have, ijelissNewcachg")| # [MisgFA,2")|. "
the number oflistinct block addresses between twonsecutive appearances



